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Abstract

This paper addresses the problem of minimizing the uncertainty through motion planning in a globally exponentially stable sensor-based simultaneous localization and mapping algorithm, with the objective of performing active exploitation. This is done by designing an optimization problem that weighs the final uncertainty, the overall uncertainty in the horizon considered, and the cost of the control. Using the Pontryagin minimum principle and building on the derivation of the Kalman filter by Athans and Tse as well as on Hussein’s extension for motion planning, the optimization problem is transformed into a two-point boundary value problem that encodes necessary conditions for the input that minimizes the uncertainty. A strategy is proposed to solve this problem numerically, and particular examples are analysed. Following the shortcomings identified in this procedure, the original optimization problem is modified assuming that the input velocities are piecewise constant functions. A direct approach is used to solve this new optimization problem, allowing the in-depth analysis of more realistic scenarios.
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1. Introduction

Simultaneous localization and mapping (SLAM) is the problem of navigating a vehicle in an unknown environment, by simultaneously building a map of the area and using this map to deduce its location, without the need for a priori knowledge of the location. See [1] and [2] for a thorough survey on the algorithms proposed in the first decades of SLAM research, [3] for a specialized review of visual SLAM, [4] for a more up-to-date survey focused in the recent theoretical achievements and [5] for an overarching survey on the history and remaining present and future challenges of SLAM, e.g., robustness and scalability, and so forth.

The SLAM problem can be formulated in several different ways, and many methodologies follow the idea of performing the estimation in an Earth-fixed frame. A different trend was exploited by the authors yielding sensor-based filters for solving the simultaneous localization and mapping problem in its main formulations – range-and-bearing (2-D [6] and 3-D [7]), range-only [8], and bearing-only [9] – while achieving convergence guarantees previously absent from the literature. These filters, more consistent than the world-centric counterpart [10], avoid the inclusion of the pose of the vehicle in the filter state, one of the main sources of non-linearity. This results in globally exponentially stable (GES) error dynamics.

The main paradigm in SLAM is to move to gain new knowledge and improve what is known. In the formative years of SLAM, the question of how to move was generally separated from the estimation problem. However, the field of active perception or active sensing has been developing concurrently (see [11], [12] and [13]). In fact, there are works that bridge those two communities, yielding, for example, SLAM algorithms with active vision [14]. In the light of this, several works addressed the issue of optimizing moving in the context of SLAM, thus introducing Active SLAM (see, for example, [15], [16], and [17]).

1.1. Active SLAM: a complex problem

The objective of Active SLAM is to plan ahead the motion of the vehicle in order to maximize the explored areas and minimize the uncertainty associated with the estimation. These two objectives are, in a sense, complementary: exploration involves moving in previously unvisited terrain with the objective of increasing the overall knowledge of the environment, while the latter is exploitation, i.e., it involves revisiting areas to maximize the information gain. For example, [18] addresses the concept of exploration as long term optimization, versus the short-term optimization that, in their view, underlies exploitation. Possible strategies for this involve following walls [19] or (pre-set) goals [20], for instance. This last paper and references therein are examples of algorithms that mix exploration and exploitation. In this paper, however, the focus is on the exploitation part of Active SLAM, which requires that some form of exploration is already done, i.e., that a map has been populated. One of the main ideas behind exploitation is related to loop closing, a very important step of a simultaneous localization and mapping algorithm. Therefore, exploitation in
the context of SLAM may be seen as a strategy to decide when and where to close loops, as is argued in [21].

A relevant discussion in the optimization of the exploitation step is how to measure uncertainty, or alternatively, how to quantify the information gain [22]. The main possibilities, stemming from the EKF approach to SLAM [23], are 1. $A$-opt - the trace of the covariance, i.e., the average variance across all states; 2. $D$-opt - the determinant of the covariance, which is proportional to the volume of the covariance matrix; 3. $E$-opt - the minimum eigenvalue of the covariance; and 4. the entropy of the distribution. In [22] a comparison of these uncertainty criteria with planning under uncertainty is provided. The planning is performed as a search in a set of finite-horizon EKF-SLAM runs and finding the one that minimizes the different functionals. The authors conclude that $D$-opt is, in their case, the one with best results, even though most of the literature in Active SLAM uses the $A$-opt criterion. Following that line of work, the authors of [24] and [25] studied the monotonicity of all the criteria in the exploration phase (where the pose is computed by linearized dead-reckoning) and strengthened the case in favour of $D$-opt. It should be noted that, while it may yield better results, using the determinant raises unnecessary difficulties in the mathematical work of minimizing the functional when compared with the common criterion $A$-opt. Furthermore, this paper is focused on exploitation using a linear (and not linearized) system, where some of the raised issues may not be as relevant. The most relevant issue in Active SLAM is, however, how to find the path that minimizes the uncertainty. One possibility is to address this as the problem of planning the sequence of discrete positions through the environment that forms the maximally informative trajectory, by discretizing the environment into a grid, as is done in [26] for EKF-SLAM and in [27] for particle filter SLAM. Other approaches include model predictive control [28, 29] or the recent trend of multiple robot missions, such as [30] which uses relative entropy optimization and an EKF. Even though this is still a growing field of research, there are already applications as diverse as office navigation [31] and underwater inspection [32]. Not specifically applied to Active SLAM, but still with the objective of uncertainty reduction, an interesting idea is presented in [33], where the authors approach the problem of path planning for uncertain exploration grounded in the information theory of Shannon.

1.2. Proposed approach

This paper is rooted on the idea proposed in [34], which deals with motion planning with the objective of reducing the uncertainty in a filter. That work recovers a traditional optimal control and estimation result [35], and, using the Pontryagin minimum principle (PMP) [36], proposes a control strategy for mobile sensors that influences the evolution of the uncertainty in a Kalman filter. Given the linear character of the Kalman filter, this is only possible if any of the parameters of the filter depends, even if indirectly, on the input of another system. In this paper, the cost functional proposed in [34] is used to define an
optimization problem for a more general class of systems into which the sensor-based SLAM framework fits. Having this cost functional, based on the $A$-opt criterion for the reasons stated above, there are two possibilities for optimization – indirect and direct methods – both explored in this paper, as explained in Figure 1. As an indirect method, the Pontryagin minimum principle is used in after Hussein’s idea. This results in the proposal of necessary conditions for the trajectory that optimizes the uncertainty in a SLAM Kalman filter. These conditions appear in the form of a two-point boundary value problem (BVP) that is solved numerically, and some examples are analysed in detail. This research was first presented in conference form in [37]. However, even though it is an elegant solution to the active SLAM problem, solving the two-point boundary value problem is very difficult. In fact, to be able to numerically solve the BVP for a reasonable horizon, it seems to be necessary to constrain the motion of the vehicle to slow movements and to a fully actuated model, at least with the currently available computational tools. To tackle the shortcomings of this solution, the optimization problem that led to the use of the Pontryagin minimum principle is modified to constrain the inputs to piecewise constant functions, thus reducing the problem to a search of a finite sequence depending on the problem horizon and the duration of each step. This new optimization problem can then be solved numerically with standard optimization tools for a much larger set of parameters and realistic motion models, which constitutes the direct method. With this tool at hand, it is possible to perform an in-depth study of the problem and of the obtained optimal trajectories. All this is new research not included in [37].

In summary, the contributions of this paper are: (i) the extension of the idea in [34] to a more general class of systems, that not only applies to sensor-based SLAM [38] but also to a variety of other problems, from source localization [39] to attitude determination [40]; (ii) the first application of the PMP to SLAM, in particular to sensor-based SLAM, providing a framework for active exploitation; (iii) a direct numerical solution to active exploitation based on a globally exponentially stable SLAM filter; and (iv) relevant insights into the behaviour of the uncertainty in mapping and how it relates to the position of the vehicle and its motion.
1.3. Paper organization and notation

The paper is organized as follows. Section 2 overviews the sensor-based SLAM approach and presents the problem statement. In Section 3 the results on which this paper builds are reviewed, and a control strategy for uncertainty reduction through optimal motion planning using an indirect method is presented. Section 4 applies the previous results to active SLAM, introduces the algorithm proposed to solve the resulting boundary value problem, and presents the incipient numerical results of the solution with a short discussion. This concludes the first part of the paper. In the second part, the optimization problem advanced before is modified and solved using a direct method in Section 5, followed by simulation results exploring various scenarios. Finally, Section 6 presents some conclusions and future work directions.

Notation. The following symbol convention is used in this paper: vectors are represented in bold lower case letters, matrices in bold capital letters and scalar symbols are expressed in italic, constants by capital letters, and variables in lower case letters. The superscript $E$ indicates a vector or matrix expressed in the Earth-fixed frame $\{E\}$. For the sake of clarity, when no superscript is present, the vector is expressed in the body-fixed frame $\{B\}$. Particularly, the symbol $0_{n \times m}$ denotes an $n \times m$ matrix of zeros (if only one subscript is present, the matrix is square), $I_n$ is an identity matrix with dimension $n \times n$, $1_n$ is a $n \times 1$ column vector of ones, and $\vec{1}_i$ is a vector whose $i$-th element is equal to 1 and is the only non-zero one. The dimensions of the latter can be ascertained from context. $S(a) \in \mathbb{R}^{3 \times 3}$ is a skew-symmetric matrix, henceforth called the cross-product matrix, as $S(a)b = a \times b$ with $a, b \in \mathbb{R}^3$. When dealing with two-dimensional quantities, $S(a) \in \mathbb{R}^{2 \times 2}$ is also a skew-symmetric matrix with only one parameter $a \in \mathbb{R}$. For generalization of the results of this paper it is convenient to define the matrix

$$\bar{S}^T(a) = \begin{cases} S(1)a, & n = 2 \\ -S(a), & n = 3 \end{cases}$$

for $a \in \mathbb{R}^n$. The inverse function $S^{-1} : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n(n-1)/2 \times 1}$ extracts the vector that characterizes the skew-symmetric matrix, i.e., $S^{-1}(S(a)) = a$. Finally, quantities denoted with $(\cdot)\big|_a$ are evaluated along the optimal trajectory.

2. Sensor-based SLAM Overview

Building on the idea of robocentric filtering, [38] addresses the problem of designing a navigation system in a sensor-based framework for a vehicle capable of sensing landmarks in a previously unknown environment. This is done resorting to a purely sensor-based SLAM algorithm where no linearization or approximation is used whatsoever and pose representation in the state is suppressed, therefore avoiding its pitfalls. This section presents a brief overview of
the work proposed in those papers, that serve as groundwork for the optimal control problem to address in this work.

2.1. Nonlinear system dynamics

Let the pair \((R(t), E\mathbf{p}(t))\) \(\in\text{SO}(n) \times \mathbb{R}^n\), \(n \in \{2, 3\}\), encode the transformation from the body-fixed frame \(\{B\}\) to an inertial or Earth-fixed frame \(\{E\}\).

\(R(t)\) is a rotation matrix satisfying \(R(t) = R(t)S(\omega(t))\), where \(\omega(t) \in \mathbb{R}^{n(n-1)/2}\) is the angular velocity, expressed in body-fixed coordinates, and \(E\mathbf{p}(t)\) represents the vehicle position, assumed coincident with the origin of the body-fixed frame, in the Earth-fixed frame. Consider also the existence of static landmarks in the environment whose coordinates can be perceived by the vehicle. These define the map and can be separated in two complementary sets, \(M_O\) and \(M_U\). The former contains the \(N_O\) visible landmarks, while the latter contains the \(N_U\) non-visible.

Consider that the vehicle is equipped with a triad of orthogonally mounted rate gyros, rendering the angular velocity of the vehicle available through the biased rate gyros measurements \(\omega_m(t) = \omega(t) + b_\omega(t)\), where the bias \(b_\omega(t) \in \mathbb{R}^{n(n-1)/2}\) is assumed constant and unknown. Taking this into account, it is possible to assemble the system

\[
\begin{align*}
\dot{\mathbf{p}}_i(t) &= -S(\omega(t)) \mathbf{p}_i(t) - \mathbf{v}(t), \forall i \in M \\
\dot{\mathbf{b}}_\omega(t) &= \mathbf{0} \\
\mathbf{y}_i(t) &= \mathbf{p}_i(t), \forall i \in M_O \\
\omega_m(t) &= \omega(t) + b_\omega(t)
\end{align*}
\]

(2)

where \(\mathbf{p}_i(t) \in \mathbb{R}^n\) is the position of a landmark, \(\mathbf{y}_i(t) \in \mathbb{R}^n\) is the corresponding measurement, and \(\mathbf{v}(t) \in \mathbb{R}^n\) is the velocity of the vehicle, all expressed in the body-fixed frame. The last two quantities are measured. This system can be transformed to incorporate \(\omega_m(t)\) in the dynamics of the landmarks, using the property \(S(\mathbf{a})\mathbf{b} = \mathbf{b}^T S(\mathbf{a})\mathbf{a}\), where \(S^T(\mathbf{b})\) is defined in (1).

The linear velocity and the angular measurement bias constitute the vehicle state, denoted by \(\mathbf{x}_V(t) := [\mathbf{v}^T(t) \ b_\omega^T(t)]^T \in \mathbb{R}^{n+1}\). Both are assumed, in a deterministic setting, as constant. In the adopted filtering framework, however, the inclusion of state disturbances allows to consider them as slowly time-varying. The landmarks in each set can be stacked in state vectors denoted as \(\mathbf{x}_{M_O}(t) = \mathbf{p}_i(t), i \in M_O\) and \(\mathbf{x}_{M_U}(t) = \mathbf{p}_i(t), i \in M_U\), which together form the landmark state vector \(\mathbf{x}_M(t) = [\mathbf{x}_{M_O}^T(t) \ \mathbf{x}_{M_U}^T(t)]^T \in \mathbb{R}^{n_O+n_U}\). This is the framework derived in [7] for the sensor-based simultaneous localization and mapping algorithm proposed therein to estimate the map, the angular velocity bias, and the linear velocity of the vehicle. However, in this paper the linear velocity will act as an input and therefore will not be present in the full system state, \(\mathbf{x}_T(t) = [\mathbf{b}_\omega^T(t) \ \mathbf{x}_M^T(t)]^T\). The full input vector is \(\mathbf{u}(t) = [\mathbf{v}^T(t) \ \omega^T(t)]^T\),
with the full system dynamics reading as

$$\begin{aligned}
\dot{x}_T(t) &= A_T(y(t), x_U(t), u(t)) x_T(t) + B_T v(t), \\
y(t) &= x_O(t)
\end{aligned} \tag{3}$$

with

$$A_T(y(t), x_U(t), u(t)) = \begin{bmatrix} 0_{n_V} & 0_{n_V \times n_M} \\ A_{MV}(y(t), x_M(t)) & A_M(u(t)) \end{bmatrix},$$

and

$$B_T = \begin{bmatrix} 0_{n \times \frac{1}{2}n(n-1)} & I_n & \cdots & I_n \end{bmatrix}^T,$$

where

$$A_{MV}(y(t), x_U(t)) = [\bar{S}(p_1(t)) \cdots \bar{S}(p_n(t))]^T$$

and

$$A_M(u(t)) = \text{diag}(-S(\omega_m(t)), \cdots, -S(\omega_m(t))).$$

From (3) it follows that the system may be expressed in a way similar to the usual linear system form. However, it can be seen that the system above is nonlinear, as the dynamics matrix depends on the landmarks that constitute the state, as well as on the input. On the other hand, it must be noted that, as $y(t) = x_O(t)$, the dynamics matrix can be written as a function of the system output and the non-visible landmarks.

For the purpose of observer design, the perturbed version with additive disturbances of (3) is considered. The resulting system has process noise $\xi(t) \sim N(0, \Xi)$ and measurement noise $\theta(t) \sim N(0, \Theta)$. The validity of this approach for sensor-based SLAM has been shown with experimental results in [38]. Furthermore, it is the standard procedure in (E)KF-based SLAM filters [10].

2.2. System observability and observer convergence

In [6] and [7], the version of system (3) with the velocity as part of the state is studied for observability purposes and conditions for its observability and uniform complete observability are found. These include, for example, the existence of two landmarks (2-D) or three landmarks that define a plane (3-D) as sufficient conditions. The observability analysis leads towards the design of a state observer, such as the linear time-varying (LTV) Kalman filter, with globally exponentially stable error dynamics. It is shown also that this observer is also an observer for the nominal nonlinear system (2) while converging exponentially to the true state.

In those works, the linear velocity was one of the states not directly observed (the rate-gyro bias being the other). Now, the linear velocity is an input, and therefore the observability restrictions are lightened. This is done to let the definition of the trajectory of the vehicle free, depending upon a control strategy which provides linear and angular velocities.

2.3. Applications and scenarios

The short overview of sensor-based range-and-bearing SLAM presented in this section only provides an introduction to the approach and the necessary
information for the later stages of this paper. This overview is focused on system and observer design, which are based on a generic kinematic model that can be applied to numerous vehicles, missions, and scenarios as long as it is possible to determine the positions of landmarks relative to the vehicle. This usually requires the existence of an RGB-D camera, such as the Microsoft Kinect for three-dimensional environments, or a LiDAR, when working on two dimensions. Both options have been used in SLAM experiments detailed in [7] and [6], respectively, where the platform of choice were aerial vehicles, namely quadrotors. However, other scenarios can be considered, such as ground robots [9] or marine vehicles [39].

2.4. Problem Statement

The problem considered in this paper is that of finding a control strategy that provides $v(t)$ and $\omega(t)$ such that the uncertainty in the Kalman filters derived in [6] and [7] is optimized, i.e., it is reduced to a minimum. This fits under the problem of active exploitation in simultaneous localization and mapping, i.e., optimal motion planning to reduce the uncertainty on the estimates, as depicted in Figure 2, where this work is contextualized within an active SLAM algorithm. Towards that goal, the first problem tackled is to design a control strategy for a generic class of systems similar to (3) that can be applied to a variety of SLAM problems, such as range-and-bearing [7, 6], range-only [8], and bearing-only [9], as well as to other navigation problems [39, 41]. This then leads to solutions particular to the range-and-bearing SLAM problem, as described in this section.

3. Optimal Motion Planning for Uncertainty Reduction using an indirect method

In this section, the problem of optimal motion planning for uncertainty reduction for a generic class of systems is tackled by means of the Pontryagin minimum principle (PMP) for cost functionals with fixed time, free endpoint, and terminal cost. The following subsection addresses this issue.

3.1. The Pontryagin Minimum Principle

The PMP, as stated in [36, Theorem 5-11], is a very powerful and elegant result in the field of optimal control, even though it only establishes necessary conditions for the optimality of a control law, as it transforms a potentially cumbersome optimization problem into an ordinary differential equation with two-point boundary conditions, provided that a minimum for the Hamiltonian is found. This result applies for a very general class of systems that can be driven by an input. Its most popular application is the linear case with a quadratic cost, better known as the linear quadratic regulator (LQR) [36]. However, it can also be applied to optimal estimation, as advanced in [35]. The Kalman filter can be derived using the PMP and a terminal cost functional depending on the trace of the filter covariance $P(t)$. This is done by defining a matrix costate $\Lambda(t)$.
whose elements serve as costates for the elements of the filter covariance, and, through the PMP, finding the “control”, i.e., the filter gain, that minimizes the trace of the covariance weighted by some matrix $M$. Based on the innovative approach proposed by Athans in [35], Hussein [34] proposed a filter for linear systems where the covariance of the measurement noise $\Theta(t)$ depends upon the state of an underlying linear dynamical system. There, the derivation of the Kalman filter found in [35] was combined with the traditional optimal control formulation, by using the input $u(t)$ of the underlying system as another degree-of-freedom (along with the Kalman gain). To solve the problem, a new costate $\lambda(t)$ is added as a counterpart for the dynamics of the underlying system, and the PMP is used to provide necessary conditions for the optimal state trajectory of the underlying nonlinear system that minimizes the filter covariance. This results in the cost functional

$$J(u(t)) = \text{tr}(M\mathbf{P}(t_f)) + \int_{t_0}^{t_f} \left( \frac{1}{2} u^T(t)\mathbf{R} u(t) + \text{tr}(Q\mathbf{P}(t)) \right) \, dt$$

(4)

where $\mathbf{R}$ and $\mathbf{M}$ are positive-definite matrices, $Q$ is a positive semi-definite matrix, and $t \in [t_0, t_f]$. The control problem at hand is to find an admissible function $u(t) \in \mathbb{R}^{n_u}$ that minimizes this cost functional, i.e.,

$$u^*(t) = \arg \min_{u(t)} J(x(t_0), \mathbf{P}(t_0), t_0, u(t))$$
subject to the dynamics of the covariance $P(t)$ and of the underlying system. For this problem, Hussein proposes the Hamiltonian

$$H(P(t), x(t), \lambda(t), A(t), u(t)) = \text{tr} \left( A^T(t) \dot{P}(t) \right) +$$

$$+ \lambda^T(t) \dot{x}(t) + \frac{1}{2} u^T(t) R u(t) + \text{tr} (QP(t)),$$

and using the PMP he manages to solve analytically the sufficient conditions for minimization of a scalar field $H(u)$ [42, Theorem 2.4],

$$\nabla_u H(u(t)) |^*_u = 0$$

and

$$\frac{\partial^2}{\partial u \partial u^T} H(u(t)) |^*_u > 0,$$

and to find expressions for the costates.

In this section, a control strategy is proposed that applies to a special kind of system that can be related to the problem introduced above. In order to lighten the notation, the dependence on time of all the variables will be left implicit except when it is evaluated in a particular time instant.

### 3.2. Control strategy for a class of nonlinear systems

Let $x(t) \in \mathbb{R}^n$ be the state of a system with nonlinear dynamics

$$\begin{cases}
\dot{x} = f(x, u) \\
y = h(x, u)
\end{cases}$$

(8)

where $f(x, u)$ can be written as $f(x, u) = A(x, u)x + B(x, u)u$. Suppose that this system accepts a transformation $(x_T, y_T) = T(x, y) \in \mathbb{R}^{n_T} \times \mathbb{R}^{n_T}$ that results in a system affine in its state that can be regarded as LTV

$$\begin{cases}
\dot{x}_T = A_T(y, u)x_T + B_T(y, u)u \\
y_T = C_T(y, u)x_T
\end{cases}$$

(9)

and whose dynamics mimic the dynamics of (8). If conditions for the uniform complete observability of the pair $(A_T(y, u), C_T(y, u))$ are verified, then a Kalman filter can be designed for system (9) with globally exponentially stable error dynamics [43]. Furthermore, the transformation $T(x, y)$ is assumed to respect the conditions in [44], and, as such, this observer can also be used as an observer for the nonlinear system (8). Adding perturbation noise to both the dynamics and the output equations in (9), and denoting as $P(t) \in \mathbb{R}^{n_T \times n_T}$ the covariance of the estimation error of $x_T$, $\Xi$ as the covariance of the perturbed version of (9), and $\Theta(y, u)$ as the covariance of the perturbed output $y_T$ that may depend on the input and output of the system, the dynamics of the covariance of the estimation error are

$$\dot{P} = A_T(y, u)P + PA_T^T(y, u) + \Xi$$

$$-PC_T^T(y, u)\Theta^{-1}(y, u)C_T(y, u)P.$$

(10)
As they depend on the input and output of the system to be estimated, different inputs (which may lead to a diversity of outputs) will induce different levels of uncertainty in the estimation. The following results address this issue.

Lemma 1. If \( u^*(t) \) is a local minimizer of the Hamiltonian (5), and \( \frac{\partial^2 H}{\partial u^2} \) exists and is continuous in an open neighborhood of \( u^*(t) \), then \( u^*(t) \) is the solution of

\[
-Ru = g\left( x\lambda^T, \frac{\partial A}{\partial u} \right) - g\left( P(A + \Lambda^T)PC_T^T\Theta^{-1}, \frac{\partial C_T}{\partial u} \right)
\]

\[
+ g\left( u\lambda^T, \frac{\partial B}{\partial u} \right) + g\left( P(A + \Lambda^T), \frac{\partial A_T}{\partial u} \right) +
\]

\[
+ B^T\lambda + g\left( \Theta^{-1}C_TPA_P^T\Theta^{-1}, \frac{\partial \Theta}{\partial u} \right)
\]

with the auxiliary function \( g(\Gamma, \Upsilon) \in \mathbb{R}^{q \times 1} \) defined in (A.2). The control \( u^*(t) \) must also satisfy

\[
\frac{\partial^2 H}{\partial u^2} \bigg|_{u^*} \succeq 0.
\]

Moreover, if \( u^*(t) \) is the solution of (11) and the Hessian of (5) with respect to \( u(t) \) evaluated at \( u^*(t) \) is definite positive, then \( u^*(t) \) is a strict minimizer of the Hamiltonian (5).

Proof. Consider the substitution of (8) and (10) into (5). This yields

\[
H(x, P, \lambda, \Lambda) = \lambda^T Ax + \lambda^T Bu + u^T Ru + \text{tr}(QP)
\]

\[
+ \text{tr}\left( A^T A_T P \right) + \text{tr}\left( A^T PA_T^T \right)
\]

\[
+ \text{tr}\left( A^T \Xi \right) - \text{tr}\left( A^T P C_T^T \Theta^{-1} C_T P \right)
\]

Recall now the sufficient conditions for the minimum of a scalar field, as expressed by (6) and (7). Computing the gradient of the Hamiltonian and setting it to zero, while using the chain rule (A.1), see Appendix A, and matrix gradient identities [45], yields the equation in (11). The condition (12) is simply the second sufficient condition, (7), for minimization of a scalar function applied to the Hamiltonian. This concludes the proof of the second part of the lemma. The first part comes directly from the second order necessary conditions for the minimization of a functional [42, Theorem 2.3], i.e., (6) and the positive semi-definiteness of the Hessian of the Hamiltonian.

Theorem 1. Let \( u^*(t) \) be an admissible control which transfers \( (x_0, P_0, t_0) \) to the target set \( \mathbb{R}^{n_x} \times \mathbb{R}^{n_Y \times n_T} \times \{ t_f \} \). Let \( x^*(t) \) and \( P^*(t_0) \) be the trajectories of (8) and (10) corresponding to \( u^*(t) \), originating at \( (x_0, P_0, t_0) \) and meeting the target set at \( t_f \). If \( u^*(t) \) is optimal for the cost functional (4), then it is necessary that there exist functions \( \lambda^*(t) \) and \( \Lambda^*(t) \) such that:
(i) the vector costate $\lambda^*(t)$ satisfies

$$\dot{\lambda} = -A^T \lambda - g \left( x\lambda^T, \frac{\partial A}{\partial x} \right) - g \left( u\lambda^T, \frac{\partial B}{\partial x} \right)$$

$$- g \left( P(\lambda + \lambda^T), \frac{\partial A}{\partial x} \right) + g \left( P(\lambda + \lambda^T)PC_T^{T}\Theta^{-1} \right)$$

$$\dot{\lambda} = \left( A_T - PC_T^{T}\Theta^{-1}C_T \right) \Lambda - g \left( \Theta^{-1}C_TPA\Lambda PC_T^{T}\Theta^{-1}, \frac{\partial \Theta}{\partial x} \right)$$

with boundary condition $\lambda(t_f) = 0$;

(ii) the matrix costate $\Lambda^*(t)$ associated with the covariance $P(t)$ satisfies

$$\dot{\Lambda} = -\left( A_T - PC_T^{T}\Theta^{-1}C_T \right)^T \Lambda$$

$$- \Lambda \left( A_T - PC_T^{T}\Theta^{-1}C_T \right) - Q$$

with boundary condition $\Lambda(t_f) = \mathcal{M}$; and

(iii) $u^*(t)$ is a solution of (11), verifying the condition (12).

Proof. The first and second conditions come directly from the first condition of [36, Theorem 5-11]. Recall the particular definition of the Hamiltonian given by (13). Computing its gradient with respect to $x(t)$ yields a differential equation for $\lambda(t)$ and its gradient with respect to $P(t)$ will yield a differential equation for $\Lambda(t)$. In (13), the parcels in $\Xi$, $\mathcal{R}$ and $\mathcal{Q}$ do not depend on either $x(t)$ or $P(t)$, and therefore do not contribute. Using the chain rule (A.1), see the Appendix AppendixA, and properties of the derivatives of traces with respect to matrices, it is a matter of tedious computation to reach (14). Notice that, even though matrices with subscript $(\cdot)_T$ depend only on $y(t)$ and $u(t)$, there is a direct explicit relation between $y(t)$ and $x(t)$ expressed by $y(t) = h(x)$ and therefore the terms in $(\cdot)_T$ do not vanish in (14). The same reasoning is applied to expand $\dot{\Lambda} = -\frac{\partial}{\partial P}H(x, P, \lambda, \Lambda)$ and yield (15). As for the boundary conditions, consider those established by the PMP while applied to the problem at hand,

$$\lambda(t_f) = \frac{\partial}{\partial x} \Psi(x(t), P(t)) \big|_{t=t_f}$$

and

$$\Lambda(t_f) = \frac{\partial}{\partial P} \Psi(x(t), P(t)) \big|_{t=t_f}.$$
The previous result establishes necessary conditions to find the control law that minimizes the uncertainty of the estimates provided by the Kalman filter when applied to systems of the form (8). A variety of estimation problems falls under this category, for example, sensor-based simultaneous localization and mapping with measurements of ranges only, bearings only, or mixed, source-localization, and so forth. The following section explores this line of thought.

In this section and the following, it becomes apparent that working with the $A$-opt criterion greatly simplifies the computations. If, as proposed in [25], the $D$-opt criterion was used, the traces in the Hamiltonian (5) would be replaced by determinants, which, given that $\frac{d}{dt} \det(P) = \det(P)P^{-1}$, would render the computation of the costates and $u^*$ significantly harder, even taking into account the monotonicity and performance advantages that it might lend to the solution.

4. Uncertainty reduction in sensor-based SLAM

Building on the results presented in the previous section, the objective of this section is to apply the uncertainty reduction control strategy of Theorem 1 to the sensor-based SLAM algorithm exposed in Section 2. The system designed therein has only one input, the angular velocity. The linear velocity is modeled as constant in the body-fixed frame and is one of the states to be estimated. However, to achieve a more flexible solution, the system is modified to leave the linear velocity in the body-fixed frame as another input. This results in the following nonlinear system,

$$
\begin{align*}
\dot{p}_i(t) &= -S(\omega(t)) p_i(t) + B_v v(t), \forall i \in M \\
\dot{b}_\omega(t) &= 0 \\
y_j(t) &= p_j(t), \forall j \in M_o
\end{align*}
$$

which serves as the basis for the work on this section. The landmarks $p_i$ can be two- or three-dimensional, the angular rate bias is $b_\omega(t) \in \mathbb{R}^{n(n-1) \times 1}$ with $n$ being the dimensionality of the problem, the linear velocity input has dimension $n_v$, and $B_v \in \mathbb{R}^{n \times n_v}$ is equal to $-I_n$ if the vehicle can move in all directions, or, for example, $B_v = \begin{bmatrix} -1 & 0_{1 \times n-1} \end{bmatrix}^T$ if the vehicle has only horizontal movement and cannot move sideways ($n_v = 1$).

Before proceeding, it is necessary to take into account that in a simultaneous localization and mapping framework not all the landmarks are visible in every instant. This means that, for the derivation in this section, the reduced version of the RB-SLAM system that does not include the non-visible landmarks is used. Therefore, in this section, the following simplifying hypothesis is needed.

**Assumption 1.** All landmarks are always visible in the interval $[t_0, t_f]$, i.e., the set $M_U$ is empty and the set $M_O$ does not vary in time.

With this assumption in mind, and following the approach explained in [38] and references therein, it is possible to write a system that can be regarded as
LTV, but with the linear velocity as an input. The resulting system is

\[
\begin{aligned}
\dot{x}_T(t) &= A_T(y(t), \omega_m(t))x_T(t) + \left[\begin{array}{c}
0_{n_x \times n_x} \\
B_v \\
\vdots \\
B_v
\end{array}\right] v(t) + \xi(t) \\
y_T &= \left[\begin{array}{c}
0_{n_O \times n_x} \\
I_{n_O}
\end{array}\right] x_T(t) + \theta(t)
\end{aligned}
\]

with

\[
A_T(y(t), \omega_m(t)) =
\left[
\begin{array}{c|c}
0_{n_x} & 0_{n_y \times n_x} \\
\tilde{S}^T(y_1(t)) & -S(\omega_m(t)) \cdots 0 \\
\vdots & \vdots & \ddots & \vdots \\
\tilde{S}^T(y_{N,O}(t)) & 0 & \cdots & -S(\omega_m(t))
\end{array}
\right],
\]

where \(\tilde{S}(p_i(t))\), defined in (1), is used here to condense the 2-D and 3-D cases with a single notation. Note that uncorrelated additive disturbances were included in \(\xi(t) \sim N(0, \Xi)\) and \(\theta(t) \sim N(0, \Theta)\), as is customary in the design of Kalman filters [46, Chapter 4]. Since this system has a smaller state than (3), the conditions in which the former is observable should be less restrictive. In fact, applying the same steps as in the proof of [7, Theorem 1] and [6, Theorem 2], it is a simple matter of computation to see that, in 3-D, two non-collinear landmarks or two non-collinear observations of one landmark suffice to render the system observable, and, in 2-D, one non-zero landmark serves the same purpose.

Having dealt with the adaptation of the RB-SLAM systems to allow the linear velocity to be an input, the following summarizes the problem at hand.

**Problem 1.** Consider the Kalman filter for the system (17). Given the matrix differential equation (10) satisfied by the error covariance of the filter with initial condition \(P_0\), the underlying nonlinear system (16) whose output alters the filter dynamics, the terminal time \(t_f\), and the cost functional (4), determine the input \(u(t), t_0 \leq t \leq t_f\), so as to minimize the cost functional.

The first step is to check whether the system (16) fits under the category of system (8). Rewriting it results in a system of the form

\[
\begin{aligned}
\dot{x} &= A(u)x + Bv \\
y &= Cx
\end{aligned}
\]

where the state is \(x = [b^T \omega \ p_1^T \cdots p_{N,O}^T]\), the dynamics matrix is

\[
A(u) = \left[
\begin{array}{cc}
0 & 0 \\
0 & \text{diag}(-S(\omega), \ldots, -S(\omega))
\end{array}\right],
\]

where \(S(p_i(t))\) is defined earlier.
and both the input and output matrices are the same as defined in (17). Combining this information with the system (17) that can be regarded as LTV, it is clear that Theorem 1 applies. This is the subject of the next result, where, to simplify, \( N_{O}+1 := (\cdot)_{b} \) are the quantities corresponding to the bias.

**Theorem 2.** Let \( u^{*}(t) \) be an admissible control which transfers \((x_{0}, P_{0}, t_{0})\) to the target set \( \mathbb{R}^{n_{x}} \times \mathbb{R}^{n_{x} \times n_{T}} \times \{t_{f}\} \). Let \( x^{*}(t) \) and \( P^{*}(t_{0}) \) be the trajectories of (18) and (10) corresponding to \( u^{*}(t) \), originating at \((x_{0}, P_{0}, t_{0})\) and meeting the target set at \( t_{f} \). In order for \( u^{*}(t) \) to be optimal for the cost functional (4), it is necessary that there exist functions \( \lambda^{*}(t) \) and \( \Lambda^{*}(t) \) such that:

(i) the vector costate \( \lambda^{*}(t) \) satisfies

\[
\dot{\lambda}_{i} = -S(\omega)\lambda_{i} + \sum_{j=1}^{N_{O}+1} S^{T}(P_{ij} \left( \Lambda_{jb} + \Lambda_{bj}^{T} \right)) \tag{19}
\]

for the bidimensional case, and

\[
\dot{\lambda}_{i} = -S(\omega)\lambda_{i} - 2 \sum_{j=1}^{N_{O}+1} S^{-1} \left( \text{skew} \left( P_{ij} \left( \Lambda_{jb} + \Lambda_{bj}^{T} \right) \right) \right) \tag{20}
\]

for the tridimensional case. In both situations, the boundary condition is \( \lambda(t_{f}) = 0 \);

(ii) the matrix costate \( \Lambda^{*}(t) \) associated with the covariance \( P(t) \) satisfies (15) with boundary condition \( \Lambda(t_{f}) = N_{O} \);

(iii) \( u^{*}(t) \) is given by

\[
\begin{bmatrix}
  v^{*} \\
  \omega^{*}
\end{bmatrix}
= -R^{-1} \begin{bmatrix}
  z_{v}(\lambda) \\
  z_{\omega}(x, P, \lambda, \Lambda)
\end{bmatrix} \tag{21}
\]

where the part associated with the linear velocity is

\[
z_{v} = B_{v}^{T} \sum_{i=1}^{N_{O}} \lambda_{i} \tag{22}
\]

and that associated with the angular velocity is

\[
z_{\omega} = - \sum_{i=1}^{N_{O}} S(x_{i}) \lambda_{i} + 2 \sum_{i=1}^{N_{O}} \sum_{j=1}^{N_{O}+1} S^{-1} \left( \text{skew} \left( P_{ij} \left( \Lambda_{ji} + \Lambda_{ij}^{T} \right) \right) \right). \tag{23}
\]
Proof. This result follows directly from Theorem 1 when applied to Problem 1. First, consider the partial derivatives employed as arguments in \( g(,..) \) in expressions (11) and (14). Looking at the dependences of the matrices in (16) and (17), it is clear that most of the partial derivatives vanish, yielding

\[
\frac{\partial B}{\partial u} = 0, \quad \frac{\partial C_T}{\partial u} = 0, \quad \frac{\partial R}{\partial u} = 0
\]

for the partial derivatives with respect to both inputs,

\[
\frac{\partial A}{\partial v} = 0, \quad \frac{\partial A_T}{\partial v} = 0
\]

for the partial derivatives with respect to the linear velocity, and

\[
\frac{\partial A}{\partial x} = 0, \quad \frac{\partial B}{\partial x} = 0, \quad \frac{\partial C_T}{\partial x} = 0, \quad \frac{\partial R}{\partial x} = 0
\]

for the partial derivatives with respect to the state of the nonlinear system. This simplifies greatly both the expressions for \( u^*(t) \) and \( \dot{\lambda}^* \). Consider now the two partial derivatives that remain in (11). Denoting \( \omega_i(t) \) as the \( i \)-th component of the angular velocity, one obtains

\[
\frac{\partial A}{\partial \omega_j} = \frac{\partial A_T}{\partial \omega_j} = \begin{bmatrix} 0 & 0 \\ 0 & \text{diag}\left(-S(\bar{1}_i)\right) \end{bmatrix}
\]

where \( \bar{1}_i \) is tridimensional or scalar depending on the dimensions of \( \omega(t) \). From this, the part of the right-hand side of (11) corresponding to derivatives with respect to the linear velocity input is reduced to the component \( B^T \lambda \), that can be rewritten to yield (22). The components of the right-hand side that correspond to derivatives with respect to the angular velocity are more complex, even though only the first and fourth parcels remain. Evaluating it element-by-element, with \( i = 1, \ldots, \frac{1}{2}n(n-1) \), leads to

\[
z_{\omega_i} = -\sum_{j=1}^{NO} \text{tr}\left(\lambda_j x_j S(\bar{1}_i)\right) - \sum_{j=1}^{NO} \sum_{k=1}^{NO+1} \text{tr}\left((A_{jk} + A^T_{kj}) P_{kj} S(\bar{1}_i)\right)
\]

which can be further simplified when addressing all the components of \( z_{\omega_i} \) at once, yielding (23). To obtain (21), left-multiply both sides of (11) by \( R^{-1} \). Finally, the condition (12) must be verified. Given that in (11) only the left-hand side depends on \( u \), this yields \( \frac{\partial^2 H}{\partial u \partial u^T} = R > 0 \), which, using Lemma 1, ensures that not only (5) has a minimum at (21), it is indeed the input that strictly minimises the Hamiltonian.

To show that the costate dynamics is given by (19) or (20), consider the differential equation in (14). Removing the parcels that depend on the null
derivatives yields
\[ \dot{\lambda} = -A^T \lambda - g \left( (\Lambda + \Lambda^T)P, \frac{\partial A_T}{\partial x} \right), \]
which, when evaluated for dimension \( j = 1, \ldots, n \) of each component \( \lambda_i, i \in \mathcal{M}, \) is
\[ \dot{\lambda}_{ij} = \bar{1}_j^T S(\omega) \lambda_i - \sum_{k=1}^{N_O+1} \text{tr} \left( (\Lambda_{bk} + \Lambda^T_{kb}) P_{ki} S^T(\bar{1}_j) \right). \]

To obtain the dynamics for the full \( \lambda_i \), special considerations must be taken, depending on the dimensionality in analysis. In the bidimensional case, the argument of the trace is scalar and it can be shown that it yields (19). For the tridimensional case, using the same reasoning used to go from (24) to (23), it is possible to obtain (20). It must be noted that the costate associated with \( b_\omega(t) \) does not appear in any of the expressions for the input \( u^*(t) \), landmark costates \( \lambda^*_i(t), i \in \mathcal{M} \), or covariance costate \( \Lambda^*(t) \) and therefore there is no need to compute it explicitly. Taking all this into account, using Theorem 1, the proof is concluded.

This result provides necessary conditions for the input that allows for optimal uncertainty reduction in the sensor-based SLAM problem. It achieves that by transforming the optimization problem into a two-point boundary value problem. However, solving this problem can still be complex. In optimal control problems, the forward-time costate equations are unstable, even in the linear case of the LQR. This is a major problem in shooting methods [47] that are, nevertheless relatively fast. On the other hand, collocation methods [48] are very sensitive to bad initial guesses. In the first part of this paper, the two algorithms are combined to solve the BVPs ensuing from the control problem of the current section.

4.1. Solving the Boundary Value Problem

Two-point boundary value problems are often encountered in mechanics and optimal control problems, and several numerical methods have been proposed to solve them. In the 1960's shooting methods were the most common tool to solve two-point BVP, including the simple shooting method (SSM) [47] and the multiple simple shooting method (MSSM) [49]. The former consists on solving initial value problems with guesses for the unknown initial values and thus trying to find the ones that lead to the correct final time conditions. The other alternative at the time was finite difference method where the unknowns are considered to be the values of the true solution at a number of interior mesh points. The main advantage of the shooting method is that it is generally faster than others. However, it requires the ability to integrate the differential equations forward in time, which can be a problem if the equations are so unstable that the solution blows up in the integration time, even for accurate initial guesses. The multiple simple shooting method (MSSM) [49] is an attempt to fuse these approaches. The integration interval is divided into segments
and initial value problems are solved in each of them, while the continuity of the overall solution is guaranteed by matching the initial condition of one segment to the final condition of the previous one. [50] proposed the modified simple shooting method (MSSM) that aims at improving the consistency of the solutions of the MSM, that may not be true solutions of the BVP. It has been used in optimal control problems with the PMP [51]. The current tool of choice is the collocation method used, for example, in the function bvp4c [48] present in MATLAB. However, it requires a guess function close to the solution, especially for nonlinear problems such as the one at hands. To try to circumvent this problem, in this paper shooting methods are used to compute solutions in small intervals that are combined to serve as an initial guess for the collocation. The algorithm is as follows.

**Algorithm 1 BVP solver**

**Input:** $t_0$, $t_f$, $x_0$, $P_0$, $t_{\delta_{1}}$, $t_{\delta_{2}} > t_{\delta_{1}}$

**Output:** $x(t)$, $P(t)$, $\lambda(t)$, $\Lambda(t)$, $\forall t \in [t_0, t_f]$

Divide the integration time in timesteps of span $t_{\delta_{1}}$.

Solve the control problems of timespan $t_{\delta_{1}}$ with SSM, each with initial conditions $(x_0, P_0)$ defined by the final state of the previous segment, and initial costate conditions equal to the initial costate of the previous segment.

if a solution cannot be found for a particular segment then

solve the problem with $R^{-1} = \epsilon R^{-1}$, and iterate $\epsilon$ from 0 to 1, using the initial conditions found as new guesses

end if

Concatenate the solutions by SSM and use them as a guess for the bvp4c procedure for $[t_0, t_f]$.

if the process fails then

solve for the intervals $t_{\delta_{2}}$ while maintaining continuity in $x(t)$ and $P(t)$

end if

As will be seen in sequel, while this is a theoretically sound solution to the Active SLAM problem, solving the BVP numerically is rather difficult, requiring either short time intervals or very slow motion.

### 4.2. Simulation results and analysis

In this section, the results of solving numerically the BVP expressed by (10), (15), (18), (19), and (21) with the respective boundary conditions are presented. Several combinations of parameters are tested and their results analysed. All of the scenarios explored in this section are bidimensional or planar ($n = 2$ and $\frac{1}{2}n(n - 2) = 1$), and in all of them the control weight is $\mathbf{R} = \alpha \mathbf{I}$. For better visualization and to avoid unnecessary computational problems, $N_O = 3$, which is enough to guarantee the convergence of the Kalman filter. Given that observability is guaranteed, the filter will converge regardless of the input. For that reason, in this section the results obtained with $u(t) = u^*(t)$ as given by Theorem 2 are compared with what is obtained when the vehicle does not move at all.
The main scenarios explored in this section have in common the isotropic nature of the parameters, i.e., $P_0 = I$, $M = I$, $Z = 0.1I$, and $\Theta = 0.1I$. The map has landmarks at $(3.75, -3.75)$, $(3.75, 3.75)$, and $(7.5, 0)$, meaning that the initial position of the vehicle (at the origin) is 5 meters away from the centroid of the map. The BVP is initialized with these positions and the covariances above. The main variation of parameters is between Case A: $Q \succ 0$; and Case B: $Q = 0$. This change in cost functional will most likely influence the trajectory followed by the vehicle but not the steady state.

The spacial configuration of both scenarios in the Earth-fixed frame is depicted in Figure 3. There, the blue line represents the path of the vehicle, starting in the origin and moving towards what is seen to be the centroid of the map. The dots inside the ellipses are the landmarks, and the ellipses represent the covariance of estimation error of the filter. The large dashed ellipses are the initial condition, and the smaller bold ellipses represent the final state of $P$: the solid ones are those resulting from applying $u^*(t)$ to the system and the dashed ones resulting from not applying any input. Given that the steady states of both strategies are almost identical, only the overall view of Case A is shown in that figure. The main difference between the results of both scenarios is in the evolution of the position of the vehicle in time. Even though the path followed is a direct line from the origin to the map centroid for both cases, when $Q = 0$, the “average” covariance is not taken into account in the cost, and therefore the only intervening parts in the cost functional are the control cost and the terminal cost.
Figure 4: The trajectory of the vehicle in time for both cases. The dashed line marks the centroid of the map, and the small diamonds mark the segments in which the BVP was solved (30 seconds each).

Figure 5: The input linear velocity for both cases (the blue line is the $x$ coordinate and the red on is the $y$ coordinate, which in this case is zero at all times). In the top right a close up view of the end of a segment.

covariance cost. It is then expected that the control will take the system straight to the position that optimizes the final covariance, i.e., the centroid of the map, in contrast with the more smooth trajectory obtained when $Q \succ 0$. This is confirmed by the results of Figure 4 and Figure 5. Note that, in these cases, the attitude of the vehicle is not changed during the trajectory, as the $\omega(t)$ input.
Figure 6: The cost $J(u)$ computed in each segment for both scenarios. The final cost is computed as if the whole simulation was a single segment.

is zero. As seen in (21) and (22), when $\mathcal{R}^{-1}$ has no components relating $z_\omega$ to $v(t)$, the input linear velocity is completely guided by the costate. This means that the linear velocity in the body-fixed frame will always be zero at the end of the interval of optimization, as that is the boundary condition on the costate. This is verified by the numerical results in Figure 5, where all the segments respect Theorem 2 independently. Even though the necessary conditions do not guarantee optimality, these results not only lead towards lower uncertainty, as seen in Figure 7, but also to a lower cost when compared to not moving. This is confirmed for the two scenarios studied in Figure 6 where the cost of each segment is shown for both $u(t) = u^*(t)$ and $u(t) = 0$. It can be observed that the difference between the two costs is rather small in the first segment (0.27%), which is expectable, since the covariance traces are almost identical during the first segments as shown in Figure 7. However, the difference in the total costs is much larger being around 8%.

A few other scenarios with minor variations were also approached. For example, when different size initial covariances are chosen for each landmark, the result is the same as with equal covariances. This may be related to the exponentially fast convergence of the filter. Also, when the centroid of the map is in line with the vehicle and one of the landmarks, the trajectory goes straight through the landmark. Even though this makes sense, as there is nothing in the
Figure 7: The evolution of the covariance $P(t)$ in the different scenarios, for $u^*(t)$ (solid line) and $u(t) = 0$ (dashed). In blue is the trace of the full covariance and in violet the variance of the measurement bias estimation error. The remaining lines are $\text{tr}(P_i)$, $i \in \mathcal{M}$, with the colors corresponding to the landmarks in Figure 3.

It was observed that the time the system takes to go to the centroid of the map is greatly reduced when $\mathcal{M}$ is increased or $\mathcal{R}$ decreased. One of the main conclusions taken from these results is that the system tends to the centroid of the map. However, this may be due to the fact that the measurement covariance is equal for all the landmarks. In fact, a preliminary trial hinted that the vehicle tends to a point closer to the landmarks with greater measurement covariance $\Theta$.

5. Uncertainty reduction with direct methods: using piecewise constant inputs

As was observed in the previous section, it was only possible to solve the BVP in very restrictive conditions, with rather slow results. For that reason, a different approach is proposed in this section. The idea is to use a direct method for the optimization, while maintaining the cost functional presented previously. For that purpose, several possibilities could be employed ranging from moving to a discrete time model using a discrete Kalman filter, which would imply a complete redesign of the problem, to slight adaptations of the current approach to be solved directly. The chosen approach is to discretize only the input functions, maintaining the continuous time nature of the problem as it was proposed.
Consider now that the input function \( u(t) \) is a piecewise constant function
\[
u(t) = \begin{cases} 
  u_0, & t_0 \leq t < t_1 \\
  \vdots & \\
  u_{N-1}, & t_{N-1} \leq t < t_f
\end{cases}
\]
where \( t_k - t_{k-1} = \frac{t_f - t_0}{N} := T \) for all \( k \in \{1, \ldots, N\} \). In that case, the optimization problem boils down to finding the sequence \( \{u_0, \ldots, u_{N-1}\} \) that minimizes the cost functional. This can now be rewritten as
\[
u^*(t) = \arg \min_{u_0, \ldots, u_{N-1}} J(x(t_0), t_0, u_0, \ldots, u_{N-1})
\]
with the cost functional
\[
J(x(t_0), t_0, u_0, \ldots, u_{N-1}) = \text{tr} \left( \mathbf{M} \mathbf{P}(t_f) \right) + \\
+ \sum_{k=0}^{N-1} \left( \frac{T}{2} u_k^T \mathbf{R} u_k + \int_{t_k}^{t_{k+1}} \text{tr} \left( \mathbf{Q} \mathbf{P}(t) \right) \, dt \right) .
\]

Even though part of this cost functional is quadratic on the input, the nature of the relation between the covariance (and its integral) with the input sequence is not clear. In order to evaluate this aspect of the optimization problem, a few simple two-dimensional examples were studied. It was observed that, when plotted against the inputs the 1-step cost function has a valley shape, that is preserved when looking at the plots for the 2-step cost function against each pair of inputs \((v_i, \omega_j), i,j = 1,2\). This can be seen in Figure 8, where the cost function was computed with \( \mathbf{R} \) set to zero to remove the influence of the quadratic term. Another interesting observation that further hints at good properties of the cost function is shown in Figure 9. There, the cost function is plotted against the final positions of the vehicle after two steps following the input sequences represented in Figure 8. It is clear from the colour evolution that the map centroid is the final point with lower cost and that the cost function evolves smoothly towards that minimum.

With this in mind, the following step is to use a numerical optimization tool to find the optimal sequence of inputs. Since a closed form for the covariance matrix \( \mathbf{P}(t) \) is not available, it is not feasible to compute an explicit gradient of the cost function. Two options for unconstrained optimization that can be used are simplex algorithms such as the Nelder–Mead simplex method [52], a direct search method that uses only function evaluations – it does not use numerical or analytic gradients – but is not guaranteed to converge to local minima, and gradient-based algorithms such as Quasi-Newton methods that build up curvature information at each iterations while avoiding an explicit numerical computation of the Hessian [53, 54, 55, 56]. Even though other possibilities can be considered, there are readily available implementations of the enumerated methods in MATLAB, respectively the \texttt{fminsearch} and \texttt{fminunc} functions.

In the following subsection, problems with several different combinations of parameters are solved using \texttt{fminunc}. 
Figure 8: The evolution of the two-step cost function $J$ in (25) with several input pairs, while fixing the remaining inputs and setting $\mathcal{R} = 0$.

Figure 9: The evolution of the cost function $J$ (represented in color) in (25). $X$ and $Y$ are the final coordinates after two steps following the inputs shown in Figure 8. The initial pose is represented by the white triangle, the white circles are the landmarks, and the white star represents the map centroid.

5.1. Simulations

As in Section 4, the scenarios explored in this section are two-dimensional and in all of them the control weight is $\mathcal{R} = \alpha \mathbf{I}$. However, while a fully actuated model was used in those simulations, in this section the vehicle is assumed to be restricted to forward linear movement. This provides a far more interesting and
realistic situation. To better explore this difference, the initial heading of the vehicle relative to the centroid of the map (which has been seen to be the destination of the optimized path in the previous sections) is set to $89^\circ$. The distance to the centroid is set to 10 m. Furthermore, three different models are provided:

- **Normal** forward linear and angular velocities are available as inputs for optimization of the trajectory;
- **Fixed $\omega$** the angular velocity is fixed and only the forward linear velocity can be controlled; and
- **Fixed $v$** the forward linear velocity is fixed and only the angular velocity can be controlled.

For each of these cases, several simulations were performed with different step sizes $T$ and number of steps $N$. As in the PMP-based solution, the optimization is repeated after $t_f$ is reached for a determined time. In the cases where the linear velocity is free, the vehicle is shown to eventually stop in under 60 seconds. Naturally, when the linear velocity is fixed and different from zero the vehicle will never stop. In that case, the total time is set to 200 seconds.

The parameters of the Kalman filter are the same as before, i.e., $P_0 = I$, and $\Xi = 0.1I$, $\Theta = 0.1I$. The chosen optimization parameters are $M = 3I$, $Q = 0.5I$, and $R = 0.05I$. The inertial map is now composed of landmarks in $(7.5, -7.5)$, $(7.5, 7.5)$, and $(15, 0)$. Hence, the initial real state is composed of the body-fixed version of this map (rotated by the initial heading) and the rate-gyro bias, set to zero. For the most part of the simulations presented in this section, the system is initialized with zero error, to better understand the behaviour of the optimization problem. For a more realistic scenario, the section is closed with a larger scale example where the optimization problem is fed with the results of the online filter.

The final result of the main simulations for the three cases is presented in Figure 10. In all its composing figures the size of each step is set to $T = 1$. 

![Figure 10: The scenario of the different cases. The blue solid line is the vehicle path, the triangles indicate the vehicle heading, the ellipsoids represent the $3\sigma$ bounds of the landmarks: the solid line is for $u(t) = u^*(t)$, the dashed bold line for $u(t) = 0$, and the light is the initial covariance.](image)
Figure 11: The trajectory of the vehicle in time for the different cases. The dashed lines mark the centroid of the map, and the small rhombuses mark the segments in which the optimization problem was solved (1 second each for the intermediate steps, 20 seconds for each complete optimization).

second, and the number of steps optimized at each time is \( N = 20 \). The blue line is the concatenation of each optimal segment of 20 seconds, the ending of which are marked with a filled triangle indicating the orientation of the vehicle at that time. Similarly, the black triangles indicate the orientation of the vehicle in each step of the first optimization interval. The geometric centroid of the map is marked with the orange asterisk, and the ellipsoids represent the 3σ bounds of the filter covariances for each landmark: the solid line is the final covariance when the optimal input is used, the thicker dashed lines are the final covariances if the vehicle is stopped at the origin of the map, and the thinner dashed lines are the initial covariances in both cases. For all the situations depicted, it can be seen that the vehicle moves toward the centroid of the map, as expected. This is achieved by continuously turning in its direction using \( \omega \) when it is available, in opposition to the fully actuated case of Section 4. Even though all these scenarios start with the same initial heading, simulations with headings up to 90° have very similar results, in which the control tends to first
correct the heading and then drive the vehicle to the centroid. This of course depends on the choice of control weight $R$ in the optimization problem. For angles greater than 90°, the path of least cost drives the vehicle backwards with negative linear velocity unless a constraint on $v \geq 0$ is enforced, which can be done, for example, with fmincon. In that case, the control first rotates 90° counter-clockwise and only on the second step starts translating the vehicle.

Of the two cases with fixed velocities, the fixed linear velocity is especially interesting, since it showcases the importance of the region near the centroid of the map. In fact, it is observed that the vehicle orbits the centroid with three main modes each closer to one of the landmarks. On the fixed angular velocity case, it is seen that the control only manages to bring the vehicle to the centroid by using a negative linear velocity when the angular velocity would force the vehicle to move away from the centroid with a positive linear velocity. These behaviours can be better observed by looking at Figures 11 and 13. The first depicts the optimal trajectories through time and the second the optimal
Figure 13: The input linear velocity for the different cases.

Figure 14: The input angular velocity for the different cases.

linear velocity. In these figures, the empty rhombuses are each intermediate step $k < N$ of the optimization, while the filled ones represent the final step of each optimization process. Note that, while in the PMP-based solution the linear velocity was zero at the end of each optimization interval, that is not the case here.

Figures 12 and 14 are connected to the attitude of the vehicle, respectively its heading and its angular velocity. These show how the control steers the
Figure 15: The evolution of the covariance $P(t)$ in the different scenarios, for $u^*(t)$ (solid line) and $u(t) = 0$ (dashed). In blue is the trace of the full covariance and in violet the variance of the measurement bias estimation error. The remaining lines are $\text{tr}(P_i)$, $i \in M$, with the colours corresponding to the landmarks in Figure 10.

vehicle towards the centroid, even when the vehicle is not allowed to stop in its vicinity. Since the orientation is just the angular velocity integrated, Figure 12(b) does not introduce any new information but is included for completeness of results.

An interesting aspect observable on Figure 13 is the apparent continuity of the linear velocity input between optimal segments, which contrasts with what happened in the BVP-based solution. In the angular velocity input, that is no longer the case, but it can be seen that it becomes periodic for the fixed $v$ case in Figure 14(b).

The mentioned figures allow a better understanding of the behaviour of the system with optimal input. However, the actual effect of the optimal trajectory in the estimation process has not been addressed yet. That is the purpose of Figure 15, which depicts the evolution of the trace of the covariance $P(t)$ and its components: the three landmarks and the rate-gyro bias. The blue line is the trace of the full covariance, the green line is the bias covariance, and the
Figure 16: The cost $J(u)$ computed in each segment for the different scenarios. The final cost is computed as if the whole simulation was a single segment.

remaining colours represent the traces of each individual landmark covariance. To better showcase the improvement brought by the optimal trajectory, the results are compared in each scenario with the covariance evolution with no input (dashed lines). In this figure, it can be seen that there is a clear overall information gain when compared to not moving. However, when looking at individual covariances for landmarks and the bias, it can be observed that only the trace of the covariance for the landmark in front of the vehicle is lower than what would happen if the vehicle did not move, and it is lower than that of the other landmarks as well. Since the covariance weights $\mathcal{M}$ and $\mathcal{Q}$ are the same
for all of them, the control only cares about the complete trace, which is indeed reduced.

Finally, the costs for each of the segments are presented in Figure 16 along with the final cost. Given that for all the cases most of the motion happens in the first segment, that the vehicle is farthest from the place where the potential uncertainty is lowest, and that in the beginning the covariances are set to a higher value, that one naturally represents the highest cost. The cost is compared to that of not moving, and of a random walk in the area, with inputs computed using $u_{k+1} = u_k + v_k$, $v_k \sim \mathcal{N}(0, \text{diag}((0.3\text{m/s})^2, (0.5^\circ/s)^2))$.

To provide a better understanding of what is the impact of increasing the horizon $N$, two different cases are studied. Figures 18 and 19 summarize the path, covariance evolution and the cost function for seven different horizons, $N = 1, 2, 3, 4, 5, 10, 20$, in the normal situation (optimal linear and angular velocities). A clear conclusion is that increasing the number of steps to be optimized at a time reduces the cost and the trace of the covariance, and makes the
vehicle turn faster towards the centroid. However, it can be seen that there is a diminishing return with increasing $N$. In fact, there is an obvious difference in all the relevant aspects between $N = 1$ and $N = 2$, but when comparing $N = 2$ to $N = 20$ that difference is much less evident. This behaviour is manifest in the exponential decay that fits the evolution of the cost with number of steps.

The influence of the horizon in the trajectory is even more relevant in the fixed linear velocity situation, as Figures 17 and 20 show. While all the different optimal inputs take the vehicle to a trajectory around the centroid, the shapes of the actual trajectories are very different depending on the number of steps.

For example, when $N = 1$ the vehicle always moves towards the centroid but is driven away by the constant linear velocity, thus curving again and repeating this behaviour. For $2 < N \leq 10$ the vehicle always passes once through the centroid, before starting to orbit around it. The shape of this orbit is always different for each case. As seen in Figure 10(c), for $N = 20$ the vehicle has an eccentric orbit around the centroid but never passes through it. When looking at the evolution of the cost with the number of steps, the exponential trend that
Figure 21: A comparison of the optimized paths obtained when one landmark has a larger process covariance for the normal case. The dashed lines are the lines uniting the remaining landmarks.

Figure 22: A comparison of the optimized paths obtained when one landmark has a larger measurement covariance for the normal case. The dashed lines are the lines uniting the geometric centroid and the landmark with largest $\Theta$.

was observed before is no longer as clear, though there is a much larger decrease in cost from $N = 1$ to $N = 2$ than between any other. Curiously, the cost actually increases from $N = 2$ to $N = 3$ before decreasing steadily afterwards.

In all the simulations shown up to now, the covariances of the Kalman filter were always isotropic, with all landmarks having the same process and measurement covariances. As stated before, it was hinted in previous trials that the geometric centroid of the map is only the endpoint of the optimized path due to the fact that all the landmarks contribute equally to the uncertainty. In
Figure 23: The final scenario when all the covariances are anisotropic and randomly chosen. The blue solid line is the vehicle path, the triangles indicate the vehicle heading, the ellipsoids represent the $3\sigma$ bounds of the landmarks: the solid line is for $u(t) = u^*(t)$, the dashed bold line for $u(t) = 0$, and the light is the initial covariance.

In order to confirm that this is the case, Figures 21 and 22 are provided. In the first, the covariance in $\Xi$ corresponding to each landmark at a time is set to $10I$, while the remaining are left as originally. In the last, a similar approach is used for the measurement covariance $\Theta$. These figures show that the endpoint of the path is indeed dependent on the covariances of the system that underlies the Kalman filter. When a landmark has a much larger process covariance than the others the optimization intrinsically discards that landmark, and the vehicle moves towards what seems to be the centroid of the remaining landmarks. The opposite happens when a landmark has a much larger measurement covariance. In that case, the vehicle tends to a point closer to that landmark, apparently lying in the line defined by the geometric centroid and that landmark.

When these situations are combined and taken to the extreme of randomizing $P(t_0)$, $\Xi$, and $\Theta$, the results can be both harder to analyse and to solve. Consider Figure 23, where the resulting trajectory is shown along with the initial and final covariances. The initial landmark covariances are now elliptical and correlated between each other. While the map uncertainty is clearly reduced by the optimization procedure (the solid line ellipses are significantly smaller than the dashed line ones), the trajectory is rather odd. Nevertheless, it must be noted that this trajectory is mostly due to the random nature of $\Xi$ and $\Theta$, which, even though they are problem-dependent, can be tuned at will to avoid this kind of trajectories.

To close this section, consider a more realistic simulation with 30 visible landmarks. In this final case the optimization process is not initialized with zero error. Instead, the initial state estimate is randomly computed with covariance $P(t_0) = I$. After each complete optimization with $N = 20$ steps, the subsequent optimization is performed with the current estimate of the map at that moment. As can be observed in Figure 24, the vehicle maintains the same behaviour as in the toy examples above – it tends to the centroid of the map. Furthermore, as
Figure 24: The scenario of the different cases. The blue solid line is the vehicle path, the triangles indicate the vehicle heading, the ellipsoids represent the $3\sigma$ bounds of the landmarks: the solid line is for $u(t) = u^*(t)$, the dashed bold line for $u(t) = 0$, and the light is the initial covariance.

seen in Figure 25, the resulting uncertainty is again reduced when compared to not moving (0.34% in trace, 3.4% in determinant) and to a random walk (9% in trace, 99% in determinant), in the two most common criterion, $A$-opt and $D$-opt. Even though the focus of the research presented in this paper is the uncertainty, Figure 26 shows the estimation error of the complete map (Figure 26(a)), and the details of two variables, one landmark in Figure 26(b) and the rate-gyro bias 26(c). Several observations can be made on these results, most of which are properties explored in experimental results in previous works by the authors [6, 7, 38]. One of the most important is that the filter is consistent, regardless of the choice of input. It can also be concluded that the estimation error is small, since each landmark coordinate has centimetric errors after convergence and the mean error norm for the full map including the transient period is less than 1 m. Furthermore, the lowest mean error norm is achieved with $u^*(t)$. The final observation is the fast convergence of the estimates and their uncertainty, even with non-measured quantities such as the rate-gyro bias.

These simulations aimed at exploring in detail the nature of the optimization problem and its numerical solution. It was shown that, in general, there is a diminishing information gain with increasing the optimization horizon and that,
for the distances and speeds involved, $N = 20$ steps is enough to take the vehicle to its optimal destination. Even though the examples shown here are rather simple, they are very informative on the type of trajectories that result from the optimization. Furthermore, it became apparent that the behaviour of the vehicle does not depend on the size of the map, but can vary wildly with the restrictions on the motion model and with the nature of the filter covariances $\Xi$ and $\Theta$.

6. Conclusions

In this paper, a novel approach to uncertainty reduction by proper motion planning is presented, grounded in the idea of optimal sensor motion planning in [34] and extended to a class of nonlinear systems where the sensor-based framework of simultaneous localization and mapping fits. Necessary conditions are found using Pontryagin minimum principle for the optimality of the input that minimizes a cost functional that weighs the average covariance in finite horizon and the final covariance. These conditions lead to a two-point boundary
value problem that can be solved numerically for horizons depending on the harshness of the optimization parameters. It is shown numerically that, when there is omnidirectional visibility of the map, this control strategy takes the vehicle to the centroid of the map.

This research was complemented with a direct approach to the optimization problem first solved using the Pontryagin minimum principle. This was achieved by restricting the inputs to piecewise constant functions and using a standard gradient-based optimization algorithm. With this method, it was possible to explore more realistic scenarios such as faster, nonholonomic, systems, and longer (in terms of covered distance) optimization intervals. The numerical results obtained allowed to assess the type of trajectories that result from the optimization process depending on the input parameters, as well as to confirm what was hinted at by the previous BVP-based implementation.

Possible directions of future work are the inclusion of a limited field of view, proving the optimality of the control law by exploring the sufficient conditions associated with the Hamilton-Jacobi equation [36, Section 5], and defining policies for exploration. These are necessary (i) when the field of view of the vehicle does not contain any landmark; and also (ii) to decide when to start exploring.

Appendix A. Chain rule for scalar functions of matrix functions of vector variables

Let \( \alpha(\Gamma(\beta)) \in \mathbb{R} \), \( \Gamma(\beta) \in \mathbb{R}^{p \times s} \), and \( \beta \in \mathbb{R}^q \). The derivative of \( \alpha(\Gamma(\beta)) \) w.r.t. the \( i \)-th element of \( \beta \), denoted as \( \beta_i \), is

\[
\frac{\partial}{\partial \beta_i} \alpha(\Gamma(\beta)) = \sum_{j=1}^{p} \sum_{k=1}^{s} \frac{\partial \alpha(\Gamma(\beta))}{\partial \gamma_{jk}} \frac{\partial \gamma_{jk}(\beta)}{\partial \beta_i} = \text{tr} \left( \frac{\partial \alpha(\Gamma(\beta))}{\partial \Gamma} \frac{\partial \Gamma(\beta)}{\partial \beta_i} \right),
\]

where \( \gamma_{jk} \) is the element \((j, k)\) of the matrix \( \Gamma(\beta) \). This can be agglomerated to yield the gradient of \( \alpha \) w.r.t. \( \beta \),

\[
\nabla_{\beta} \alpha(\Gamma(\beta)) = \begin{bmatrix} \frac{\partial}{\partial \beta_1} \alpha(\Gamma(\beta)) \\ \vdots \\ \frac{\partial}{\partial \beta_q} \alpha(\Gamma(\beta)) \end{bmatrix} = g \left( \frac{\partial \alpha(\Gamma(\beta))}{\partial \Gamma}, \frac{\partial \Gamma(\beta)}{\partial \beta} \right) \quad (A.1)
\]

where the function \( g(A, B) \in \mathbb{R}^{q \times 1} \) is defined as follows

\[
g(A, B) = \begin{bmatrix} \text{tr}(AB_1) & \cdots & \text{tr}(AB_q) \end{bmatrix}^T \quad (A.2)
\]

for \( A \in \mathbb{R}^{s \times p} \) and \( B = \{B_1, \cdots, B_q\} \) with \( B_i \in \mathbb{R}^{p \times s} \).
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