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Problem Formulation

> Data model: X = SH + F
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> X, E: T'xXN,S:TxM,H: M xN

> Contribution: mutual information analysis for on-off and
Gaussian signaling when H = w/ﬁK%Hw and
vec (E) ~ CN (0,Y) (colored noise)




Mutual information: on-off signaling

> The on-off signaling: for any € > 1,

S=58,,p"2 w.p. p5; S=0w.p. 1—p°

> At sufficiently low SNR
Q) P ~1 H
I(X;8) = £t (Y7 (In © Son) K (In @ SH)) + o(p),
(1)
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Mutual information: on-off signaling

> We maximize I(X;S) in (1) w.r.t S,, and K
max tr (T_lgoanf;) (2)
tr (Sonsﬁ) <TM
K € Pyun

where P,, ={Y : n x n matrix such that Y > 0, tr (Y) = n}
and S,, = InNn® S,,.
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> The maximum in (1) is attained by

Son = ivec(8on), K = MNuG", (3)
where
(U, Son) = arg max sglMonson (4)
|ul] =1,

[Son|| < VITM

with M, = K2, ((uu)" @ 1 7") Kon, u € CMY and
Son = vec (Sy,) € CTM TMN? x TM matrix K, is such that

vec (Iny ® Sopn) = Kopvec (Son)
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Mutual information: on-off signaling

> The optimization problem in (4) always admits a solution
(maximization of a continuous function over a compact set)

> For the choice in (3), the maximal mutual information (p.c.u) is

equal to
1 .
TI(X;S):pNM)\—I—O(p).
where
¢ o HayeH [ (~~H\T 1 .
A=s"K, (uu > Y K,,s (5)

and s =1/vVTM s,,.




~

Mutual information: on-off signaling

Fixed eigenvectors of K

> In practice, by changing the antenna separation one can control
the eigenvalues of K, but not their eigenvectors.

> In this case, the optimization problem defined in (2) becomes

(g'on, K) = arg max tr (T_lgonUAUHgfn) (6)
|Son|l < VTM
A € Dun

where D,, = {Y : n x n diagonal matrix such that Y > 0 and
tr (Y) =n}, and UAU" is the EVD of K.
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Mutual information: on-off signaling

Fixed eigenvectors of K

> The maximum in (6) is attained by

AN —

Son = VI M ivec(Smax), K = MNuz-*uf;{,

where u;'s are the eigenvectors of K, Smax IS an unit-norm
eigenvector associated to the A\ ax (Mfm) with

,L*

M, K (" o 7)o

and
1 = arg max Amax (Mfm) .
1=1,2,...., MN




Mutual information: on-off signaling

Fixed eigenvectors of K

> For the choice in (7), the maximal mutual information (p.c.u.) is
given by

%HX; 8) = p N Mmax (M2, ) + o(p).




Mutual information: on-off signaling

> Conclusions:
— From (3) and (7) we see that K should be of rank one

— Correlated Rayleigh fading channel is beneficial from
capacity viewpoint. Gain of order M with respect to
uncorrelated Rayleigh fading channel

— On-off signaling attains the known channel capacity

— Correlation in noise is beneficial too, \ > 1]




Mutual information: Gaussian modulation

> On-off signaling is unpracticable due to large peakiness of the
input signal

> Let s = vec(S)~CN (0, P). At sufficiently low SNR

2

1(X;8) = i tr (E[2%] = (E[2))°) + o(p?) (10)

where Z = Y 28,, K5, T 2
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Mutual information: Gaussian modulation

> We maximize I(X;S) in (10) w.r.t P and K

max tr (E[ZQ] ~ (E[Z])2> (11)
P c HTM,K € Pun

where H,, = {P : n x n matrices such that P = P* > 0 and
tr (P) <n}.
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Mutual information: Gaussian modulation

> The maximum in (11) is attained by

P=35,3"7 K=MNuu",
where
(U, Son) = arg max SZ,LMonson
|lul| =1,
[Son|| < VT M

(12)

(13)
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Mutual information: Gaussian modulation

> For the choice in (12), the maximal mutual information (p.c.u)
Is equal to

1 2 :
~I(X;5) = % N2T M2 32 + o(p?)

where

~ T
A=3"KH ((aaH) ® r—1> K,.3

and s =1/vVTMs,,.




Mutual information: Gaussian modulation \

Fixed eigenvectors of K

> When the eigenvalues of K are fixed then the maximum of (11)
Is attained by

AN

P =TM s,..sZ

maxXx?

—

K = MNu;-ul, (14)

where u;'s are the eigenvectors of K, Smax IS an unit-norm
eigenvector associated to the Apax (Mfm> with

M, = K (weul)) 07 Ko (15)
and
— arg max Amax (Mfm) : (16)
i=1,2,... MN




Mutual information: Gaussian modulation

Fixed eigenvectors of K

> For the choice in (14), the maximal mutual information (p.c.u.) is
given by

1 2 .
~1(X; ) = % N2T M2 )2 (Mfm) +o(p?).




Mutual information: Gaussian modulation

> Conclusions:
— From (12) and (14) we see that K should be of rank one

— Correlated Rayleigh fading channel is beneficial from
capacity viewpoint. Gain of order M?N with
respect to uncorrelated Rayleigh fading channel

— Correlation in noise is beneficial too, \ > 1]
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