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ABSTRACT

We investigate the non-coherent single-user MIMO channel in the
low signal-to-noise (SNR) regime from two viewpoints: capacity
and probability of error analysis. The novelty in both viewpoints
is that an arbitrary correlation structure is allowed for the Gaussian
observation noise. First, we look at the capacity of the spatially cor-
related Rayleigh fading channel. We investigate the impactof chan-
nel and noise correlation on the mutual information for the on-off
and Gaussian signaling schemes. Our results establish that, in the
low SNR regime, mutual information is maximized when the trans-
mit antennas are fully correlated (the same holds for the receive ar-
ray). Then, we consider the deterministic channel setup andperform
a pairwise error probability (PEP) analysis for the GLRT receiver.
This leads to a codebook design criterion on which we base thecon-
struction of new space-time constellations. Their performance is as-
sessed by computer simulations and, as a byproduct, we show that
our codebooks are also of interest for Bayesian receivers which de-
code constellations with non-uniform priors.

Index Terms—MIMO systems, non-coherent communications,
channel capacity, generalized likelihood ratio test (GLRT) receiver,
colored noise

1. INTRODUCTION

In slowly fading scenarios, channel stability enables the receiver to
be trained in order to acquire the channel state information(CSI)
necessary forcoherent detectionof the transmitted codeword. The
scope of this paper will be fast fading scenarios, where the channel
coefficients fluctuate too rapidly to allow reliable channelestimation.
Hence, CSI is no more accessible, and the receiver must then operate
in a non-coherentmode. Also, we focus on the low signal-to-noise
ratio (SNR) regime as in the third-generation mobile data systems
almost 40% of geographical locations experience receiver SNR lev-
els below 0 dB while only less than 10% display levels above 10dB.
This stems from the fact that the power limitations in the mobile de-
vice make the high SNR requirement difficult to observe. See [1, 2]
for a more thorough discussion of this topic.

Previous work. Low SNR MIMO systems when CSI is available
at the receiver have been treated in [1]. The interplay of rate, band-
width, and power is analyzed in the region of energy per bit close to
its minimum value. The scenario where no CSI is available at the
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receiver has been considered in [3]. It has been shown that the opti-
mal signaling at low SNR achieves the same capacity as the known
channel case for single transmit antenna systems. Verdu, in[4], has
shown that knowledge of the first and second derivatives of capac-
ity at low SNR gives us insight on bandwidth and energy efficiency
for signal transmission. More precisely, these quantitiestell us how
spectral efficiently grows with energy-per-bit. In [5], a formula for
the second-order expansion of the input-output mutual information
at low SNR is obtained, whereas in [6] the capacity and the reliabil-
ity function as the peak constraint tends to zero are considered for
a discrete-time memoryless channel with peak constrained inputs.
Similar results to [5, 6] have been obtained in [7] under weaker as-
sumptions on the input signals. In the same work, Rao and Hassibi
have demonstrated that the on-off signaling presented in [3] gener-
alizes to the multi-antenna setting and attains the known channel ca-
pacity. The tradeoff between communication rate and average prob-
ability of decoding error using a framework of error-exponent theory
has been investigated in [8]. It is argued that the advantageof having
multiple antennas is best realized when the fading is fully correlated,
i.e., a performance gain ofMN and a peakiness gain ofM2NT can
be achieved whereM , N andT represent the number of transmit,
receive antennas, and the length of the coherence interval,respec-
tively. Recently, in [9], contrary to most approaches for the low SNR
regime, the channel matrix is assumed deterministic, i.e.,no stochas-
tic model is attached to it. A low SNR analysis of the pairwiseerror
probability (PEP) for the single transmit antenna is introduced. It
has been shown that the problem of finding good codes corresponds
to the very well known packing problem in the complex projective
space. Some good packings were provided and it was demonstrated
that these constellations perform substantially better than state-of-art
known solutions which assume equal prior probabilities, and are also
of interest for the constellations with unequal priors.

Contributions and paper organization. We study the non-coherent
MIMO channel in the low SNR regime from the capacity and PEP
viewpoints. The novel aspect is that we allow the Gaussian obser-
vation noise to have an arbitrary correlation structure, albeit known
to the transmitter and the receiver. In section 2, the spatially cor-
related non-coherent MIMO block Rayleigh fading channel isana-
lyzed. This extends the approach in [7] as we take into account both
channel and noise correlation. The impact of channel correlation
on the mutual information is obtained for the on-off and Gaussian
signaling. The main conclusion is that mutual information is max-
imized when both the transmit and receive antennas are fullycor-
related. We also argue that the on-off signaling is optimal for this
multi-antenna setting. In section 3, the channel matrix is assumed
deterministic and a PEP analysis in the low SNR regime for the
GLRT receiver is introduced. We obtain a codebook design criterion



which is used to construct new space-time constellations for some
particular wireless scenarios. Computer simulations showthat these
new codebooks are also of interest for Bayesian receivers which de-
code constellations with non-uniform priors. Section 4 contains the
main conclusions of our paper.

2. RANDOM FADING CHANNEL: THE LOW SNR
MUTUAL INFORMATION ANALYSIS

Data model and assumptions. The communication system com-
prisesM transmit andN receive antennas and we assume a block
fading channel model, which is widely used in the MIMO litera-
ture [7, 8], with coherence intervalT . In complex base band notation
we have the system model

X = SH + E, (1)

whereS is the T × M matrix of transmitted symbols,X is the
T × N matrix of received symbols,H is theM × N channel ma-
trix, and E is the T × N matrix of zero-mean additive observa-
tion noise. We work under the following assumptions: (A1) The
popularseparable spatial correlationmodel [1] is used, i.e.,H =
p

ρ

M
K

1

2

t Hw

`
KT

r

´ 1

2 whereHw is aM ×N matrix comprised of
zero-mean and unit variance circularly symmetric complex Gaussian
entries. The correlation coefficients between theM (N ) transmit (re-
ceive) antennas are assembled into anM ×M (N ×N ) correlation
matrixK t (KT

r ). The matrixHw is not known at the receiver nei-
ther at the transmitter, but its distribution is, in addition to Kt and
Kr. Also, we assume that tr(K t) = M and tr(Kr) = N ; (A2)
We impose the power constraintE[tr(SHS)] ≤ TM for each trans-
mitted symbol whereE[·] represents the expectation operator; (A3)
The noise covariance matrixΥ = E[vec(E) vec(E)H ] is known at
the transmitter and at the receiver (vec(E) stacks all columns of the
matrixE on the top of each other, from left to right). Also, without
loss of generality (w.l.o.g.), we assume tr(Υ) = NT . Note that in
(A3), we let the data model depart from the customary assumptionof
spatio-temporal white Gaussian observation noise, which is clearly
an approximation. In realistic scenarios theE term often exhibits
a very rich correlation structure, e.g, see [1] and pp. 10,159,171
in [10]. The generalization to arbitrary noise covariance matrices
Υ encompasses many scenarios of interest as special cases: spa-
tially colored or not jointly with temporally colored or notobserva-
tion noise, multiuser environment, etc.

2.1. Mutual information: on-off signaling

The on-off signaling is defined as: for anyǫ > 1, S = Sonρ−
ǫ
2 with

probability (w.p.)ρǫ; S = 0 w.p. 1− ρǫ. In [7], it has been demon-
strated that the on-off signaling presented in [3] generalizes to the
multi-antenna setting and attains the known channel capacity. Here,
we show that this is also the case for the correlated Rayleighfading
channel model with arbitrary noise covariance matrix. We maximize
the mutual information with respect to (w.r.t.) the input signalSon,
Kt andKr. Thus, we view bothK t andKr as system parameters
which we can control, e.g., by changing the antenna separation. At
sufficiently low SNR, the mutual information betweenX andS up
to first order inρ is given by

I(X ; S) =
ρ

M
tr

“
Υ

−1
“
Kr ⊗ SonKtS

H
on

””
+ o(ρ), (2)

where⊗ denotes Kronecker product. The proof of (2) is omitted
due to paper length constraints. Now, we address the maximization

of the mutual information w.r.t.Son, Kt andKr, i.e.,

max

‖Son‖2 ≤ TM
Kt ∈ PM

Kr ∈ PN

tr
“
Υ

−1
“
Kr ⊗ SonK tS

H
on

””
(3)

wherePn = {X : n × n such thatX � 0 and tr(X) = n}. It can
be shown (proof omitted) that the maximum in (3) is attained by

bSon =
√

TM
ˆ
ŝ 0T×(M−1)

˜
, cKr = Nûû

H , cKt(i, i) = Mδi1

(4)
where

(û, ŝ) = arg max
u ∈ C

N , ||u|| = 1
s ∈ C

T , ||s|| = 1

(u ⊗ s)H
Υ

−1 (u ⊗ s) (5)

with δij = 1 for i = j and zero otherwise. Note thatcK t is a diago-
nal matrix. The optimization problem in (5) always admit a solution
(maximization of a continuous function over a compact set) but, in
general, a closed form solution is not available. This wouldbe the
case ifΥ had a Kronecker structure, sayΥ = Υ1 ⊗Υ2. In that sit-
uation, the optimal̂u (resp.ŝ) can be taken as any unit-norm eigen-
vector associated with the minimal eigenvalue ofΥ1 (resp. Υ2).
For the choice in (4), the maximal mutual information (per channel
use) is equal to

1

T
I(X; S) = ρ N Mλ̂ + o(ρ). (6)

whereλ̂ = (û ⊗ ŝ)H
Υ

−1 (û ⊗ ŝ).

Remarks. From (4) it is clear that both the transmit and receive an-
tennas should be made as correlated as possible, as both the optimal
Kt andKr have rank one. Note that in (6) the mutual information
is proportional toM . This is in sharp contrast with the case of uncor-
related Rayleigh fading channel model for which it has been shown
that the maximal mutual information is independent of the number
of transmit antennas [7]. Also, since tr

`
Υ

−1
´

=
PNT

i=1 1/λi ≥PNT

i=1(2 − λi) = NT , whereλi’s are the eigenvalues ofΥ, we
can w.l.o.g. assume that, e.g.,Υ

−1(1, 1) ≥ 1. Then, by choos-
ing u1 =

ˆ
1 01×(N−1)

˜T
ands1 =

ˆ
1 01×(T−1)

˜T
we have

λ̂ ≥ (u1 ⊗ s1)
H

Υ
−1 (u1 ⊗ s1)Υ

−1(1, 1) ≥ 1. This result con-
firms the general principle that correlated noise is beneficial from the
capacity point of view. Finally, a short exercise would showthat the
first order term in (6) corresponds to that of the capacity when the
channel is known to the receiver.

2.2. Mutual information: Gaussian modulation

From a practical point of view, it is unreasonable to allow input sig-
nals with large peakiness as the previous on-off signaling.Hence, we
compute the low SNR mutual information for the more realistic case
of Gaussian modulation. Lets = vec(S) be a zero-mean random
variable with covariance matrixP that follows a circularly sym-
metric, complex Gaussian distribution, i.e.,s∼CN (0, P ). Clearly,
tr(P ) ≤ TM . Then, at sufficiently low SNR, the mutual informa-
tion betweenX andS up to second order inρ is given by

I(X; S) =
ρ2

2M2
tr

`
E[Z2] − (E[Z ])2

´
+ o(ρ2) (7)

whereZ = Υ
−

1

2

`
Kr ⊗ SK tS

H
´
Υ

−
1

2 . The proof of (7) is
omitted due to paper length constraints. Note that we haveI(X; S) =



f(Kt, Kr, P ) for some functionf , which we do not make explicit
here. We now address the optimization problem

max
P � 0, tr (P ) ≤ TM

K t ∈ PM

Kr ∈ PN

f(K t, Kr, P ). (8)

It can be shown that the maximum of (8) is attained by the following
signaling scheme: the optimal correlation matricescKr andcK t are
defined as in (4) and an optimal covariance matrixbP is given by
bP = TMF 1 ⊗ ŝŝH , where the vectorŝu and ŝ are, as before,
solutions to the optimization problem (5). TheM × M matrix F 1

has all the entries equal to zero except the entry (1,1) whichis one.
In this case, the mutual information (per channel use) is given by

1

T
I(X; S) =

ρ2

2
N2 T M2 λ̂2 + o(ρ2). (9)

whereλ̂ = (û ⊗ ŝ)H
Υ

−1 (û ⊗ ŝ).

Remarks. In [7] it has been proved that for the uncorrelated Rayleigh
fading channel only one transmit antenna should be employed. Here,
we see from (9) that having more transmit (M ) and receive (N ) an-
tennas can actually enhance the channel performance in terms of
capacity significantly in the correlated setup. We see that the mutual
information is proportional toN2, whereas in [7] the increase is only
linear in the number of the receive antennas. The conclusions herein
presented are in concordance with [8, 12] and with the results of the
previous subsection where it has been shown that channel correlation
can actually improve the channel performance.

3. DETERMINISTIC FADING CHANNEL: THE LOW SNR
PEP ANALYSIS

Data model and assumptions. We retain the data model (1), but
the presumptions under which we work are the following: (P1) The
channel matrixH is not known at the receiver neither at the trans-
mitter, and no stochastic model is assumed for it; (P2) The codeword
S is chosen from a finite codebookS = {S1, S2, . . . , SK} known
to the receiver, whereK is the size of the codebook. We impose
the power constraint tr(SH

k Sk) = 1 for each codeword. We further
assume that each codeword is of full rank; (P3) The presumption 3
is equivalent to the assumption (A3) in Section 2.

Receiver. Under the above conditions, the conditional probability
density function of the received vectorx = vec(X), given the
transmitted matrixS and the unknown realization of the channel
g = vec(H), is given byp(x|S, g) = k exp{−||x − (IN ⊗
S)g||2

Υ−1}, wherek = 1/
`
πTN detΥ

´
and the notation||z||2A =

zHAz is used. Since no stochastic model is attached to the channel
propagation matrix, the receiver faces a multiple hypothesis testing
problem with the channelH as a deterministic nuisance parameter.
We assume a generalized likelihood ratio test (GLRT) receiver which
decides the indexk of the codeword asbk = argmax{p(x|Sk, bgk) :

k = 1, 2, . . . , K} wherebgk = (SH
k Sk)−1

S
H
k Υ

−
1

2 x with Sk =

Υ
−

1

2 (IN ⊗ Sk).

Low SNR analysis. Recently, in [9], in contrast to other approaches
for the low SNR regime, the channel matrix is assumed deterministic
and a low SNR analysis of the PEP is introduced, for the special case
M = 1 and spatio-temporal white Gaussian noise. Here, we gen-
eralize the approach in [9] for any number of transmit antennas and
arbitrary noise covariance matrix. LetPSi→Sj

be the probability of

the GLRT receiver decidingSj whenSi is sent. It can be shown
(details omitted) that forT ≥ 2M

PSi→Sj
≈ Prob

“
Y > g

H
Lijg

”
, (10)

with Lij = S
H
i Π

⊥

j S i, Π
⊥

j = ITN − Sj

`
S

H
j Sj

´−1
S

H
j , and

Y =
PMN

m=1 sin αm (|am|2 − |bm|2) wheream, bm are indepen-
dent and identically distributed (iid) circular complex Gaussian ran-

dom variables with zero mean and unit variance, i.e.,am, bm
iid∼

CN (0, 1) for m = 1, . . . , MN . The anglesαm are theprincipal
anglesbetween the subspaces spanned byS i andSj . From (10), an
upper bound on the PEP is readily found

PSi→Sj
≤ Prob

`
Z > ||g||2 λmin (Lij)

´
, (11)

whereZ =
PMN

m=1 |am|2 and the symbolλmin represents the mini-
mal eigenvalue. The bound in (11) is admittedly loose, but allows us
to come up with a workable codebook design criterion. The simula-
tion results bellow will assess its effectiveness. The codebook design
criterion in (11) is equivalent to the one for the high SNR regime that
has been treated in [11]

Codebook construction. Using the codebook construction crite-
rion methodology in [11], we have constructed codes for two special
categories of noise covariance matricesΥ. In all simulations we
assumed an uncorrelated Rayleigh fading model for the channel ma-

trix, i.e.,hij
iid∼ CN

`
0, σ2

´
.

Category 1: spatially white, temporally colored observation noise.
The first category corresponds to spatially white-temporally colored
observation noise, i.e.,Υ = IN ⊗Σ(ρ) where the vectorρ : T × 1
is the first column of the Toeplitz matrixΣ(ρ). Figure 1 plots the re-
sult of the experiment forT=6, SNR=E [||XkHH ||2]/ E[||E ||2]
= σ2/T=-6dB andρ=[ 1; 0.85; 0.6; 0.35; 0.1; 0 ]. The solid,
dash-dotted and dashed line represent the performances of our eight
point constellations that match the noise statistics, whenthe GLRT
receiver is implemented forM = 1, M = 2 andM = 3, respec-
tively. The plus-signed dotted line represents the performance of our
eight point constellation that is constructed for the spatio-temporal
white noise case (Υ = ITN ), when GLRT receiver is implemented
andM = 1. For symbol error rate (SER) of10−3, andM = 1,
we see that we can save up to two transmit antennas when we com-
pare our eight point constellation matched to the noise statistics with
the mismatched constellation constructed forΥ = ITN . The con-
clusion is that, for a GLRT receiver, one should construct codebook
constellations with just one transmit antenna, but which are adapted
to the noise statistics. Although our primal goal in this subsection is
to address the deterministic channel case, figure 1 further shows that
our codebook designs forM = 1 are also of interest formaximum
a posteriori(MAP) receivers that assume knowledge of the channel
statistics, see [9, 13] for more implementation details about MAP
detectors and constellations with non-uniform priors. Thegain we
witness is concordance with the information theoretic results, pre-
sented here and in [7, 8], over the low SNR non-coherent Rayleigh
fading channel under an average power constraint, which suggest
that the capacity achieving distribution becomes peaky.

Category 2: E = s αT + Etemp. We considered the case where
the noise matrix is of the formE = s αT + Etemp. This models
an interfering sources (with known covariance matrixΥs) where
the complex vectorα is the known channel attenuation between
each receive antenna and the interfering source. The matrixEtemp

has a noise covariance matrix belonging to the first category. Fig-
ure 2 plots the result of the experiment forT=8, N = 2, K=32,



s=[1;0.7;0.4;0.15;zeros(4,1)],ρ = [1;0.8;0.5;0.15;zeros(4,1)] andα
= [-1.146 + 1.189i;1.191- 0.038i]. For SER =10−2 we experience
a gain of 3dB when we compare the one transmit antenna constel-
lation, constructed taking into account the noise statistics, with the
one transmit constellation constructed forΥ = ITN . The conclu-
sion we draw here, as before, is that for sufficiently low SNR one
should construct codebook constellations with just one transmit an-
tenna that match the noise statistics. Also, as expected, the M = 2
codebook construction, adapted to noise statistics, outperforms the
one antenna constellation as SNR increases.
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GLRT receiver, K=8, M=1, codes adapted to ρ = [ 1; 0.85; 0.6; 0.35; 0.1; 0 ]
GLRT receiver, K=8, M=2, codes adapted to ρ = [ 1; 0.85; 0.6; 0.35; 0.1; 0 ]
GLRT receiver, K=8, M=3, codes adapted to ρ = [ 1; 0.85; 0.6; 0.35; 0.1; 0 ]
MAP receiver, K=17, M=1, codes adapted to ρ = [ 1; 0.85; 0.6; 0.35; 0.1; 0 ]
GLRT receiver, K=8, M=1, codes adapted to ρ = [ 1; zeros(5,1) ]
MAP receiver, K=17, M=1, codes adapted to ρ = [ 1; zeros( 5,1) ]

Fig. 1. Category 1 - spatially white - temporally colored:T=6,
SNR=-6dB,ρ=[ 1; 0.85; 0.6; 0.35; 0.1; 0 ].
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T=8,N=2,K=32,s=[1;0.7;0.4;0.15;zeros(4,1)],ro=[1;0.8;0.5;0.15;zeros(4,1)],alpha = [−1.146+1.189i;1.191−0.038i]

M = 2, codes adopted to colored noise, GLRT receiver
M = 1, codes adopted to colored noise, GLRT receiver
M = 1, codes adopted to white noise, GLRT receiver

Fig. 2. Category 2 - T=8, N = 2, K=32,
s=[1;0.7;0.4;0.15;zeros(4,1)], ρ = [1;0.8;0.5;0.15;zeros(4,1)],
α = [-1.146 + 1.189i;1.191- 0.038i].

4. CONCLUSIONS

We have studied the MIMO channel in the low SNR regime from
two perspectives: capacity and PEP analysis. The novel aspect is

that we allow the Gaussian observation noise to have an arbitrary
correlation structure. From the capacity analysis perspective for cor-
related Rayleigh fading channel, we have shown that, by maximizing
the mutual information for the on-off and Gaussian signalings over
the system’s parameters (antenna correlation), the transmit (receive)
antennas should be made as correlated as possible. Further,we have
presented the PEP analysis for the low SNR deterministic channel
setup and have shown how the noise statistics could be taken into
account when constructing codebook constellations. We argued that
one should construct codebooks for just one transmit antenna that
match the noise statistics.
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