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Abstract—Multiplicative noise is often present in medical and biological imaging, such as magnetic resonance imaging (MRI), ultrasound, positron emission tomography (PET), single photon emission computed tomography (SPECT), and fluorescence microscopy. Noise reduction in medical images is a difficult task in which linear filtering algorithms usually fail. Bayesian algorithms have been used with success but they are time consuming and computationally demanding. In addition, the increasing importance of the 3-D and 4-D medical image analysis in medical diagnosis procedures increases the amount of data that must be efficiently processed. This paper presents a Bayesian denoising algorithm which copes with additive white Gaussian and multiplicative noise described by Poisson and Rayleigh distributions. The algorithm is based on the maximum a posteriori (MAP) criterion, and edge preserving priors which avoid the distortion of relevant anatomical details. The main contribution of the paper is the unification of a set of Bayesian denoising algorithms for additive and multiplicative noise using a well-known mathematical framework, the Sylvester–Lyapunov equation, developed in the context of the Control theory.
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I. INTRODUCTION

Medical imaging acquisition technologies and systems introduce noise and artifacts in the images that should be attenuated by denoising algorithms. The denoising process, however, should not destroy anatomical details relevant from a clinical point of view. For instance, the noise corrupting the ultrasound images often contains relevant medical information useful for diagnosis proposes [1]–[3]. A significant effort has been made in the last decades to develop reliable and fast algorithms to remove noise without distorting or destroying relevant clinical information [4], [5]. Despite the huge advances in the computer technology, the computational efficiency is still a key issue, since the amount of information grows as we extend the analysis from 2-D images to 3-D and 4-D data [6]–[9].

The additive white Gaussian noise (AWGN) model is the simplest and the most used model to describe noisy signals [10] and images [11]. However, this model is not acceptable when the image is corrupted by multiplicative or impulsive noise [11], [12].

Several techniques have been proposed to transform the multiplicative noise in order to use the AWGN paradigm. Among which the log conversion [11] for speckle and the Anscombe transform [13] for Poisson have been widely used. However, these approaches leads to rough approximations of Gaussian distribution as it will be discussed in Section II.

Two types of multiplicative noise often arise in several imaging modalities: speckle and Poisson noise. Both types are called multiplicative in the sense that their variance is not constant but depends on the parameters to be estimated [14]. The speckle noise usually appears in acquisition processes involving coherent radiation like high intensity LASER [15], ultrasound [16] and synthetic aperture radar (SAR) [17] and the Poisson noise in systems involving counting procedures like PET/SPECT [18], functional MRI [19], fluorescence confocal microscopy [20] and very low intensity LASER [21]. The additive Gaussian noise model is used in computed tomography (CT) [22] and sometimes in low intensity MRI [23]. In fact, the noise corrupting the MRI images is usually modeled by a Rice distribution which can be approximated by a Gaussian distribution for low image intensities and by a Rayleigh distribution for high intensity regions [23]. Common distributions describing speckle noise are: Rayleigh [23], Poisson [20], K-distribution [24], Nakagami [25], Fisher-Tippett [26], and generalized gamma (GG) [27].

In this paper, a framework is presented to deal with additive white Gaussian and multiplicative noise described by Rayleigh and Poisson distributions. The goal is not to describe a new denoising algorithm, neither a new and faster computational procedure but to describe a new formalism for denoising images corrupted by multiplicative noise.

The paper shows that the MAP estimate of the image is the solution of a Sylvester–Lyapunov equation

$$\Phi X + X \Phi + Q = 0 \quad (1)$$

where $Q$ is a known matrix in the case of the Gaussian noise and it depends on $X$ in the case of the Rayleigh and Poisson distributions.

The main contribution of this paper is the unification, in a single framework, of a set of Bayesian denoising algorithms for additive white Gaussian noise (AWGN) and multiplicative noise by using a well known mathematical framework, the Sylvester–Lyapunov equation, for which there are fast and computationally efficient algorithms described in the literature [28], [29] and implemented in scientific processing packages, e.g., Matlab.

The proposed algorithm is compared with several despeckling algorithms [30].

II. STATE OF THE ART

Linear filtering, e.g., Wiener filter [10], was the first approach used to deal with multiplicative noise [14]. Although linear filtering reduces the amount of noise in the image it over-smooths
the transitions and anatomical details that should be preserved [27]. This difficulty arises because images corrupted with this type of noise often present low signal-to-noise ratio (SNR) and the nonlinear and nonadditive nature of the corrupting process makes the linear approach not appropriate [22]. This difficulty can be overcome by adopting specific multiplicative models to describe the speckle noise [11], [31]–[33].

In the last two decades, nonlinear filtering methods have been successfully used to deal with the multiplicative noise using several approaches [34]. The median filter has been extensively used to process multiplicative and impulsive noise [11], [35] because it is a very simple technique and the results are usually impressive. Several variants of the basic median filter were proposed, e.g., adaptive median filters. An example is the weighted median filter (WMF) proposed in [36] for despeckling of ultrasound images. The filter considers a small window centered at each pixel as usual but each element of the input image is considered several times according to the local statistics of the image.

More recently, [30] proposes a novel stochastically driven filtering method with constant and variable size windows. A simpler version of this filter with constant window, is proposed in [37]. In [30], a novel despeckling method iteratively removes outliers by determining the local mean and standard deviation from an adaptively varying window. By removing outliers (local extrema) at each iteration, this method produces a convergent sequence of images by squeezing the stochastically distributed pixels values to a limiting value. It was experimentally shown by the authors that the proposed filter outperforms all the median filters considered in the experiments.

Wavelet based despeckling algorithm have also been extensively used in medical imaging since the seminal works of Donoho on soft-thresholding were published [38]. This method is based on the multi scale decomposition of the noisy image and in the processing of the image coefficients at coarser scales [23], [34], [39]–[42]. For example, in [40], the authors compute the multiscale decomposition of the logarithmic of the ultrasound image and model the coefficients at each scale by the alpha-stable heavy-tailed distribution. A Bayesian based nonlinear operator is then used to remove the speckle noise at each scale. A similar approach is described in [41] using generalized Gaussian distribution (GGD).

In [23], the same multiscale decomposition is used to identify wavelet coefficients at different scales with high correlation. It is assumed that these coefficients describe anatomical details of the image which should be preserved. This allows the elimination of the noise without removing anatomical information. Comprehensive surveys on wavelets in medical imaging can be found in [43] and [44].

An usual approach to deal with multiplicative noise is to apply a logarithmic transformation to the observations. If the observation model is \( y(n) = x(n)\eta(n) [11] \), then \( \log y(n) = \log x(n) + \log \eta(n) \) where it is assumed that \( \log \eta(n) \sim \mathcal{N}(\mu, \sigma^2) \). However, this assumption is not true, as discussed in [26] and [27]. In fact, this observation model does not accurately describe the speckle [16] and Poisson [45] noise generation process dealt in the paper. Besides, even if the referred model is correct the distribution of \( r(n) = \log \eta(n) \) would not be Gaussian as can easily be demonstrated. Nevertheless, this approximation, called homomorphic wavelet despeckling (HWDS), is used by several authors (e.g., [46]) producing some of the most efficient and fast denoising state-of-the-art algorithms to deal with multiplicative noise.

Bayesian approaches have been used to deal with this type of noise and they have produced some of the most advanced algorithms to remove multiplicative noise. Bayesian methods formulate the denoising task as an estimation problem, where the likelihood function and a prior distribution are jointly maximized. Three issues must be chosen in this framework: (i) the statistical observation model, (ii) the prior distribution and, (iii) the optimization method [47]. Bayesian methods are often combined with the wavelet decomposition leading to efficient and fast algorithms [48]–[50].

In this paper, we present a unifying Bayesian algorithm which is able to deal with AWGN and multiplicative (Rayleigh and Poisson) noise and with several prior distributions.

This paper is organized as follows. Section III formulates the denoising problem in a Bayesian framework. Section IV describes the proposed method based on the Sylvester–Lyapunov equation, the simpler linear case of the AWGN and Gaussian prior. Section V uses a majorize/minimize (MM) optimization algorithm to denoise the images with multiplicative noise. Section VI presents examples of applications and comparisons with other methods and Section VII concludes the paper.

Appendix VIII–A discusses edge preserving priors, emphasizing the ones using adaptive potential functions (APF). Appendix VIII–B contains the pseudo-code of the algorithm.

### III. Problem Formulation

Let \( X \) be a \( N \times M \) unknown image to be estimated/reconstructed from a noisy image, \( Y \). The maximum a posteriori (MAP) estimate of \( X \) is the solution of the following optimization problem:

\[
\hat{X} = \arg \min_{X} E(X, Y)
\]

where

\[
E(X, Y) = E_Y(X, Y) + E_X(X).
\]

\( E_Y(X, Y) = -\log p(Y|X) \), is called the data fidelity term and attracts the solution toward the data while \( E_X(X) = -\log p(X) \), is called the prior or internal energy and regularizes the solution removing the noise.

The computation of \( X \), based on the minimization of the data fidelity term \( E_Y(X, Y) \), is the maximum likelihood (ML) estimation problem and it is usually an ill-posed problem in the Hadamard sense because the solution is not unique and it may not depend continuously on the data [47], [51], [52]. To overcome this difficulty, a regularization term is added, turning the problem into a well-posed problem. The distribution \( p(X) \) introduces prior knowledge about the image to be estimated, and it usually favors smooth solutions. The MAP energy function, \( E(X, Y) \) has a global minimum, called MAP solution, which is, very often, difficult to find because the MAP optimization function (3) may not be convex.

Insight on the a priori distributions of images are difficult to attain. This is especially true in medical applications where assumptions about the prior distribution may lead to wrong diagnosis. The common assumption about these images is that they are band-limited, changing slowly in space except near the...
organs boundaries where abrupt transitions are expected. This is a difficult assumption because the location of the transitions are unknown and must be estimated. \( X \) can be modeled as a Markov random field (MRF) under the assumption that neighboring pixels have similar intensities, except if they are located at a transition.

The joint probability density function of a MRF, given by the Hammersley-Clifford theorem [53, 54] is a Gibbs distribution

\[
p(\mathbf{X}) = \frac{1}{Z} e^{-U(\mathbf{X})}
\]

where \( U(\mathbf{X}) \) is the Gibbs energy and \( Z \) is the partition function, which is very difficult to compute. A typical choice for the Gibbs energy function is [55]

\[
U(\mathbf{X}) = \alpha \sum_{i,j} \rho(\delta_v(i,j), \delta_b(i,j))
\]

(5)

where \( \delta_v(i,j) = x(i,j) - x(i - 1, j) \) and \( \delta_b(i,j) = x(i,j) - x(i, j - 1) \) are the first-order vertical and horizontal differences respectively, computed at pixel \( x(i,j) \). \( \rho(\delta_v, \delta_b) \) is a potential function and \( \alpha \) is the prior hyper-parameter that may be automatically estimated [41, 56]. Here, it is chosen in a trial and error basis.

Assuming conditional independence on the observations, \( p(Y|\mathbf{X}) = \prod_{i,j} p(y(i,j)|x(i,j)) \) and defining

\[
d(x,y) = -x \log p(y|x)
\]

(6)

de the data fidelity term, \( E_Y(\mathbf{X}, \mathbf{Y}) = -\log p(\mathbf{Y}|\mathbf{X}) \), is

\[
E_Y(\mathbf{X}, \mathbf{Y}) = \sum_{i,j} d(x(i,j), y(i,j))
\]

(7)

and the energy is given by

\[
E(\mathbf{X}, \mathbf{Y}) = \sum_{i,j} d(x(i,j), y(i,j)) + \alpha \sum_{i,j} \rho(\delta_v(i,j), \delta_b(i,j)).
\]

(8)

The conditional independence of the observations may not be realistic in some cases. However, it is a convenient hypothesis because it separates spatial dependence and data dependence effects making the problem much easier. Furthermore, the inclusion of the statistical dependence in the observation model may not lead to relevant improvement of the final solution, as noted in [57].

The minimization of the energy function (3) is graphically illustrated in Fig. 1. In this 1-D example the MAP solution minimizes the total potential energy which is the sum of the energies \( d(x,y) \) associated with the data springs which pull the solution towards the data and the regularization energies \( \rho(\delta_v, \delta_b) \) associated with the other springs which smooth the solution and avoid fast changes.

The MAP solution can be obtained by computing the stationary points of (3) by solving the equation

\[
\nabla_X E_Y(\mathbf{X}, \mathbf{Y}) + \nabla_X E_X(\mathbf{X}) = 0
\]

(9)

where \( \nabla_X \) denotes the gradient operator with respect to (w.r.t.) \( \mathbf{X} \).

In the following sections, three observation models are considered based on the Gaussian, Rayleigh and Poisson distributions and three regularization models are also discussed: quadratic (\( L_2 \)), total variation (TV), and Benford (Bfd).

IV. AWGN AND GAUSSIAN PRIOR MODELS

Let us first consider the simpler case of additive white Gaussian noise (AWGN) model. We will show that the denoising problem can be solved by a Sylvester-Lyapunov equation, independent of the observation model. Later on, multiplicative noise will be considered and included in this formalism.

Let \( \mathbf{Y} \) be the observed image obtained by corrupting the original image \( \mathbf{X} \) with additive white Gaussian noise (AWGN)

\[
\mathbf{Y} = \mathbf{X} + \mathbf{\Gamma}
\]

(10)

\( \Gamma = \{\gamma_{ij}\} \) is a random image with \( \gamma_{ij} \sim N(0, \sigma^2) \). The prior distribution is also assumed to be Gaussian

\[
-\log(p(\mathbf{X})) = \alpha \sum_{i,j=0}^{N-1,M-1} \left[ \delta_v^2(i,j) + \delta_b^2(i,j) \right] + C
\]

(11)

where \( C \) is a constant and the potential function \( \rho(\delta_v, \delta_b) \) is quadratic.

The energy function in this case is

\[
E(\mathbf{X}, \mathbf{Y}) = \frac{1}{2\sigma^2} \sum_{i,j=0}^{N-1,M-1} \left[ x(i,j) - y(i,j) \right]^2
\]

\[
+ \alpha \sum_{i,j=0}^{N-1,M-1} \left[ \delta_v^2(i,j) + \delta_b^2(i,j) \right]
\]

(12)

and the partial derivative w.r.t. a given pixel, \( x(k,l) \), is

\[
\frac{\partial E(\mathbf{X}, \mathbf{Y})}{\partial x(k,l)} = \frac{1}{\sigma^2} (x(k,l) - y(k,l))
\]

\[+2\alpha \left[ N_v x(k,l) - \sum_{s \in S(k,l)} x_s(k,l) \right] = 0
\]

(13)
where \( S(x(k, I)) \) is the 4-neighborhood of \( x(k, I) \) and \( N_v = 4 \).
This equation can be rewritten as follows:
\[
x(k, I) = (1 - K_y) y(k, I) + K \bar{x}(k, I)
\]
\[0 \leq k, I \leq N - 1, M - 1 \quad (14)
\]
where \( K = 2N_v\beta/(1 + 2N_v\beta) \) is a constant, \( \beta = \alpha \sigma^2 \) and
\[
\bar{x}(k, I) = \frac{1}{N_v} \sum_{s \in S(x(k, I))} x_s(k, I)
\]
(15)
is the average intensity in the 4-neighborhood of \( x(k, I) \). The parameter \( \beta \) depends on the noise variance \( \sigma^2 \) and the parameter \( \alpha \), which is manually chosen in a trial and error basis.

In the case of Gaussian observation and prior distributions, the set of (15) is linear and a closed form solution may be computed by using matrix manipulation. However, for the multiplicative observation models (Poisson and Rayleigh) and non-Gaussian priors (TV and Benford), considered later, this set of equation is no longer linear and must be iteratively solved, e.g., by using the following recursion expression based on the fixed point algorithm [58]
\[
x^t(k, I) = (1 - K_y) y(k, I) + K \bar{x}^{t-1}(k, I)
\]
(16)
where \( \bar{x}^{t-1}(k, I) \) is the average value of the neighbors of \( x(k, I) \) computed in the previous iteration, \( t - 1 \).

The iterative algorithm sweeps all elements of \( \mathbf{X} \) until convergence is achieved. The final estimate depends on several factors such as the initialization, the updating order of the image pixels of \( \mathbf{X} \) and on the prior parameter \( \alpha \). The convergence conditions depend on the \( \alpha \) parameter, i.e., the higher is \( \alpha \), more stable is the iterative algorithm. In fact, for small values of \( \alpha \) the algorithm may diverge. This behavior is expected, since the denoising process based on the ML criterion is an ill posed inverse problem. The goal of the prior distribution, is to regularize the solution and to stabilize the estimation algorithm. Therefore, the smaller the value of \( \alpha \) the more ill-posed the problem is.

Let us now formalize the estimation process using matrix notation, defining \( \mathbf{x} = \text{vec}(\mathbf{X}), \mathbf{y} = \text{vec}(\mathbf{Y}) \) as two column vectors corresponding to lexicographical [10] column ordering of the images \( \mathbf{X} \) and \( \mathbf{Y} \), where the columns of each image matrix are stacked in vectors. Using this notation, the energy function (3) may be written as follows:
\[
E(\mathbf{x}, \mathbf{y}) = \frac{1}{2\sigma^2} \|\mathbf{x} - \mathbf{y}\|^2 + \alpha (\|D_v \mathbf{x}\|^2 + \|D_h \mathbf{x}\|^2)
\]
(17)
where \( \|v\|^2 = v^T v \) is the squared Euclidean norm of \( v \) and \( D_v, D_h \) are \( NM \times NM \) difference matrix operators. The minimization of (17) leads to the following set of equations:
\[
[\mathbf{I} + 2\sigma^2\alpha (D_v^T D_v + D_h^T D_h)] \mathbf{x} = \mathbf{y}.
\]
(18)

This is a system of \( NM \) equations and \( NM \) unknowns whose solution is the MAP estimate of \( \mathbf{x} \). It is not possible to solve the system by matrix inversion since the matrix \( \mathbf{A} = [\mathbf{I} + 2\sigma^2\alpha (D_v^T D_v + D_h^T D_h)] \) has huge dimensions. For instance, if \( \mathbf{X} \) is a 128 \( \times \) 128 image, \( \mathbf{A} \) is a square matrix of dimensions 16384 \( \times \) 16384. Another difficulty is the computational burden and memory associated with the vectorial tasks.

These difficulties are avoided by locally processing the image data, in a pixel-wise or block-wise way.

An alternative method is now proposed to avoid dealing with such high-dimensional matrices keeping the objects within reasonable dimensions, e.g., equal to the dimension of the original image.

The energy function (12) can be written as
\[
E(\mathbf{X}, \mathbf{Y}) = tr \left[ \frac{1}{2\sigma^2} (\mathbf{X} - \mathbf{Y})^T (\mathbf{X} - \mathbf{Y}) \right]
\]
\[+ \alpha tr \left[ \phi_v^T (\phi_v \mathbf{X}) \right]
\]= \[\mathbf{X}^T (\phi_v^T \phi_v) \mathbf{X} + \mathbf{X} (\phi_h^T \phi_h) \mathbf{X}^T \theta_N \mathbf{X} \theta_M \]
\[
\text{where } \mathbf{X}, \mathbf{Y} \text{ are } NM \times M \text{ matrices, } \phi_v \text{ and } \phi_h \text{ are } N \times NM \text{ matrices used to compute the vertical and horizontal first order differences; } tr \text{ denotes the trace of a matrix. Both matrices, } \phi_v \text{ and } \phi_h \text{ have the following structure (but different dimensions)}
\]
\[
\phi_v = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & 0 & -1 \\
-1 & 1 & 0 & \cdots & \cdots & \cdots & 0 \\
0 & -1 & 1 & \cdots & \cdots & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & \cdots & \cdots & -1 & 1
\end{pmatrix}.
\]
(20)

Computing the derivative of \( E \) with respect to the unknown matrix \( \mathbf{X} \), we obtain a stationary condition
\[
\frac{dE}{d\mathbf{X}} = \frac{1}{2\sigma^2} (\mathbf{X} - \mathbf{Y}) + 2\alpha (\Theta_N \mathbf{X} + \Theta_M \mathbf{X}) = 0
\]
(21)
where \( [(dE/d\mathbf{X})]_{k,t} = \partial E(\mathbf{X}, \mathbf{Y})/\partial x(k, I) \) and
\[
\Theta_N = \phi_v^T \phi_v \quad \Theta_M = \phi_h^T \phi_h
\]
(22)
are two symmetric circulant matrices, with the following structure [see (23) shown at the bottom of the next page].

After straightforward manipulations, (21) can be written as
\[
A\mathbf{X} + \mathbf{X}B + C = 0
\]
(24)
where
\[
A = \frac{1}{2} I_N + 2\alpha \Theta_N
\]
(25)
\[
B = \frac{1}{2} I_M + 2\alpha \Theta_M
\]
(26)
\[
C = -Y
\]
(27)
and \( I_N, I_M \) are the identity matrices of order \( N, M \), respectively. Equation (24) is the well-known Sylvester equation [59] (the Lyapunov equation is a particular case of this equation, when \( \mathbf{B} = \mathbf{A}^H \)). In this equation, \( \mathbf{X}, \mathbf{Y}, \mathbf{A} \) and \( \mathbf{B} \) are \( N \times M, N \times M, N \times N \) and \( M \times M \)-dimensional matrices, respectively. Therefore, all the matrices involved in this equation have the size of the original data. Note that, if \( \mathbf{X} \) is a square images, \( \mathbf{A} \) and \( \mathbf{B} \) are equal, symmetric, and real matrices, and (21) becomes the Lyapunov equation.
V. DENOISING WITH EDGE PRESERVING PRIORS

This section extends the previous algorithm to other data models and prior distributions. We consider three data distributions which are often used in medical imaging: Gaussian, Rayleigh, and Poisson. These distributions can be used to deal with CT, ultrasound, PET/SPECT and MRI. We also consider in this section edge preserving priors that will smooth the image in slowly varying regions but preserve the transitions. This type of priors allow a better representation of anatomical details. The priors considered in this paper are: quadratic (L2), total variation (TV), and Benford (Bfd).

The minimization of $E(X, Y)$ is performed by solving the equation

$$\nabla X E(X, Y) = 0$$

which leads to the following set of equations:

$$\sum_{i,j=0}^{N-1,M-1} \frac{d}{dx(k,l)} [d(x(i,j), y(i,j))]$$

where $(d/dx)d(x,y)$ is defined in Table I for three observation models.

The potential functions, $\rho(\delta_u, \delta_h)$ and the partial derivatives of $E_X(X)$ with respect $x(k,l)$ are listed in Table II where $\pi(k,l)$ is defined in (15) and $g(k,l) = \sqrt{\rho_u^2 + \rho_h^2}$ is the gradient magnitude computed of $X$ at $(k,l)$th pixel. In the computation of $(\partial/\partial x(k,l))E_X(X)$, in Table II, it is assumed that $g(k,l) \approx g(k + 1, l) \approx g(k, l + 1)$.

From Tables I and II, it is concluded that (29) are linear only in the case of Gaussian observation and prior models, as shown in Section IV. In the other cases, the minimization of the energy function $E(X, Y)$ leads to a huge set of non linear equations, which must be iteratively solved.

This problem will be tackled by using the MM algorithm [62], [63]. The MM algorithm is a powerful tool to deal with non

There are efficient algorithms to solve the Sylvester–Lyapunov equation [28], [29], [60] available in several mathematical packages, e.g., Matlab and Mathematica, which avoid the need of huge matrices and the solution of huge systems of equations.

The complexity of these algorithms is about $MN^2 + NM^2$ floating point operations, for $N \times M$ images [61].

This section showed that the denoising problem with Gaussian observation and prior models can be solved by a Sylvester–Lyapunov equation (24) where $A$ and $B$ are constant matrices and $C$ is also a constant matrix depending on $Y$. In the other cases (non Gaussian noise and prior) considered in this paper, the solution is also obtained by the Sylvester–Lyapunov equation but the matrix $C$ is no longer constant.

<table>
<thead>
<tr>
<th>Table I</th>
<th>GAUSSIAN, POISSON, AND RAYLEIGH MODELS FOR THE OBSERVATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs. Model</td>
<td>$p(y</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$Ke^{-\frac{1}{2\sigma^2}(x-y)^2}$</td>
</tr>
<tr>
<td>Poisson</td>
<td>$\frac{e^{-x}}{y^y}$</td>
</tr>
<tr>
<td>Rayleigh</td>
<td>$\frac{y}{x} e^{-\frac{y^2}{2x}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table II</th>
<th>GAUSSIAN (L2), TOTAL VARIATION (TV), AND BENFORD (BFD) PRIORS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior Model</td>
<td>$\rho(\delta_u, \delta_h)$</td>
</tr>
<tr>
<td>Gaussian</td>
<td>$g(k, l)$</td>
</tr>
<tr>
<td>TV</td>
<td>$g(k, l)$</td>
</tr>
<tr>
<td>Benford</td>
<td>$\log(g(k, l))$</td>
</tr>
</tbody>
</table>

$$\sum_{i,j=0}^{N-1,M-1} \frac{\partial}{\partial x(k,l)} [\rho(\delta_u(i,j), \delta_h(i,j))] = 0$$

$$\frac{\partial}{\partial x(k,l)} E_X(X)$$

$$0 \leq k, l \leq N - 1, M - 1$$

(29)
quadratic optimization problems. It amounts to iteratively minimizing a non quadratic energy function by iteratively solving a set of simpler quadratic energy functions, $E_2(X, \hat{X}_{t-1})$, depending on the previous estimates, $\hat{X}_{t-1}$ such that the following relations hold:

$$E_2(\hat{X}_{t-1}, \hat{X}_{t-1}) = E(\hat{X}_{t-1})$$

$$E_2(X, \hat{X}_{t-1}) \geq E(X)$$

for every $X \in V(\hat{X}_{t-1})$ where $V(\hat{X}_{t-1})$ is a neighborhood of $\hat{X}_{t-1}$. This means that the auxiliary function $E_2$ must be greater or equal than the true function $E$ in the vicinity of $\hat{X}_{t-1}$ and both functions must be equal at $\hat{X}_{t-1}$.

One of the most used MM algorithm is the reweighted least squares (RWLS) algorithm [10] that is used in the minimization of functions based on the $L_p$ norm.

Here, we consider a specific MM algorithm proposed in [64], where the quadratic energy function to be optimized in each iteration is

$$E(X, Y) = \sum_{i,j=0}^{N-1,M-1} d(x(i,j), y(i,j)) + \frac{1}{2} \sum_{i,j=0}^{N-1,M-1} \left[ \omega_{\nu}(i,j) \delta^\nu(i,j) + \omega_{\theta}(i,j) \delta^\theta(i,j) \right]$$

where $d(x, y)$ is defined in (6), $\omega_{\nu}(i,j)$ and $\omega_{\theta}(i,j)$ are weights updated in each iteration and computed as follows:

$$\omega(\delta) = -\frac{1}{\delta p(\delta)} \frac{dp(\delta)}{d\delta}$$

where $\omega$ stands for $\omega_{\nu}$ and $\omega_{\theta}$, and

$$p(\delta) = Ke^{-\alpha \delta}$$

is the distribution of $\delta$. Table III shows the weights computed with (33) for the three priors considered, $L_2$, TV and Bfd.

The partial derivative of $E(X, Y)$ w.r.t. $x(k,l)$ computed from (32) lead to

$$\frac{\partial E(X, Y)}{\partial x(k,l)} = \frac{d}{dx(k,l)} d(x(k,l), y(k,l)) + \frac{1}{2} \left[ \omega_{\nu}(k,l) \delta^\nu(k,l) + \omega_{\theta}(k,l) \delta^\theta(k,l) \right.$$}

$$\left. + \omega_{\nu}(k,l+1) \delta^\nu(k,l+1) + \omega_{\theta}(k,l+1) \delta^\theta(k,l+1) \right]$$

where $\omega_{\nu}(k,l) = \omega_{\nu}(k,l)$ because we are using an isotropic MRF, as can be seen from Table III. Assuming the following approximations:

$$\omega_{\nu}(k+1,l) \approx \omega_{\nu}(k,l) = \omega(k,l)$$

$$\omega_{\theta}(k,l+1) \approx \omega_{\theta}(k,l) = \omega(k,l)$$

The dependence on $Y$ was dropped for the sake of simplicity.

### Table III

<table>
<thead>
<tr>
<th>Weights</th>
<th>$L_2$</th>
<th>TV</th>
<th>Bfd</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega$</td>
<td>$\alpha / g_{t-1}$</td>
<td>$\alpha / g_{f-1}$</td>
<td></td>
</tr>
</tbody>
</table>

### Table IV

**Table IV**

| GRADIENT OF THE DATA ENERGY $\nabla X E_Y(X, Y)$ FOR THE GAUSSIAN, POISSON, AND RAYLEIGH MODELS (SEEN IN TABLE II). THE $\circ$ OPERATOR REPRESENTS A ELEMENT WISE OR HADAMARD MULTIPLICATION |
|-------------------|-------------------|-------------------|
| Observation Model | $\nabla X E_Y(X, Y)$ | $\circ$ OPERATOR |
| Gaussian | $(X - X^{ML}) \sigma^{-2}$ | $\circ$ |
| Poisson | $(X - X^{ML}) \circ X^{-\circ}$ | $\circ$ |
| Rayleigh | $(X - X^{ML}) \circ X^{-\circ}$ | $\circ$ |

### Table V

**Table V**

| GRADIENT OF THE DATA ENERGY $\nabla X E_Y(X, Y)$ FOR THE GAUSSIAN, POISSON, AND RAYLEIGH MODELS AND FOR THE $L_2$ TV AND BFD PRIORS. THE $\circ$ OPERATOR REPRESENTS A ELEMENT WISE OR HADAMARD OPERATION |
|-------------------|-------------------|-------------------|
| $L_2$ | Gaussian | Poisson | Rayleigh |
| $TV$ | $G_1 / (\alpha \sigma^2)$ | $G_\circ / (\alpha X)$ | $G_\circ / (\alpha X^{\circ})$ |
| $Bfd$ | $G_1 / (\alpha \sigma^2)$ | $G_\circ / (\alpha X)$ | $G_\circ / (\alpha X^{\circ})$ |

The set of (39) can be written in a compact way [see (21) and Table IV]

$$\Sigma \circ (X - X^{ML}) + (\Theta_N X + X \Theta_M) = 0$$

where $\circ$ is the Hadamard operator (component wise multiplication), the elements of $X^{ML}$ are defined in Table I, $\Theta_N$, $\Theta_M$ are given by (23) and $\Sigma$ is a $N \times M$ matrix depending on the observation and prior models, defined in Table V.

Equation (39), is an extension of (21). However, it is a non-linear equation since $\Sigma$ depends on $X$ which must be iteratively solved. By using the fixed point method the following recursion is obtained:

$$\Sigma_{t-1} \circ (X_{t-1} - X^{ML}) + (\Theta_N X + X \Theta_M) = 0$$

where $\Sigma_{t-1}$ is computed using the estimate $X_{t-1}$ obtained in the previous iteration. Equation (40), solved in each iteration, is the well-known Sylvester equation

$$\Theta_N X + X \Theta_M + C_{t-1} = 0$$
where \( \mathbf{C}_{\ell-1} = \sum_{\ell-1} (\mathbf{X}_{\ell-1} - \mathbf{X}^{\text{ML}}) \).

Let us now discuss the number of solution of this equation. The Sylvester equation, for an arbitrary matrix \( \mathbf{C}_{\ell-1} \), has a unique solution if and only if \( (\lambda_N)_{i} \neq -(\lambda_M)_{j} \) for \( 0 \leq i \leq N - 1 \) and \( 0 \leq j \leq M - 1 \), where \( (\lambda_N)_{i} \) and \( (\lambda_M)_{j} \) are the eigenvalues of \( \Theta_N \) and \( \Theta_M \) respectively [65], [66]. These are circulant matrices and the eigenvalues of a \( N \times N \) circulant matrix, \( \text{circulant}(\mathbf{q}_1, \ldots, \mathbf{q}_n) \), are given by the discrete Fourier transform (DFT) of the first column [10]

\[
\lambda_i = \sum_{k=0}^{N-1} q_k e^{-j2\pi ik/N}.
\]

Using (23), we obtain

\[
(\lambda_L)_i = 2[1 - \cos(2\pi i/L)]
\]

with \( 0 \leq i \leq L - 1 \) and \( L = [N, M] \). Therefore, for \( i = j = 0 \) there are two equal and symmetrical eigenvalues of \( \Theta_N \) and \( \Theta_M \), \( (\lambda_N)_0 = (\lambda_M)_0 = 0 \), which means that (41) does not have a unique solution. To overcome this difficulty let us rewrite (40) as follows:

\[
\mathbf{D}_N \mathbf{X} + \mathbf{X} \Phi_M + \mathbf{Q}_{\ell-1} = 0
\]

where

\[
\Phi_N = \frac{\beta}{2} \mathbf{I}_N + \Theta_N
\]

\[
\Phi_M = \frac{\beta}{2} \mathbf{I}_M + \Theta_M
\]

\[
\mathbf{Q}_{\ell-1} = \sum_{\ell=1} \left( \mathbf{X}_{\ell-1} - \mathbf{X}^{\text{ML}} \right) - \beta \mathbf{X}_{\ell-1}
\]

where \( \mathbf{I}_N \) and \( \mathbf{I}_M \) are \( N \times N \) and \( M \times M \) identity matrices respectively. \( \beta \) is condition parameter used to improve the stability of the algorithm. In fact, the new matrix \( \Phi_L \) is also circulant

\[
\Phi_L = \text{circulant} \left[ \frac{\beta}{2} + 2, -1, \ldots, 0, \ldots, -1 \right]
\]

The eigenvalues are now

\[
(\lambda_L)_i = \frac{\beta}{2} + 2[1 - \cos(2\pi i/L)]
\]

with \( 0 \leq i \leq L - 1 \). These new eigenvalues are all strictly positive and, therefore, \( (\lambda_N)_i \neq -(\lambda_M)_j \), which means that there is a unique solution for (44) in each iteration [65]. The condition number

\[
\kappa = \frac{\lambda_{\text{max}}}{\lambda_{\text{min}}} = \frac{\beta/2 + 4}{\beta/2} = 1 + \frac{8}{\beta}
\]

is a measure of the numerical stability of the algorithm.

The proposed iterative algorithm described by equations (44)–(47) has two key features: 1) it does not require the vectorization of images and 2) it is based on the solution of a Sylvester equation in each iteration which can be done by fast algorithms described in the literature.

VI. EXPERIMENTAL RESULTS

This section presents three experiments comparing the performance of the proposed algorithm with other methods. The methods considered in this study are: i) median filter, ii) Wiener filter, iii) squeeze box filter (SBF) [30] iv) platelets [67], the method proposed in this paper using v) \( L_2 \), vi) TV, and vii) Bfd priors. The first set of experiments (Section VI-A) comprises a Monte Carlo (MC) test in two scenarios, using synthetic image corrupted with Gaussian noise, and with Rayleigh noise distributions. In the case of synthetic images corrupted with Rayleigh noise (where we try to simulate the noise present in medical images), each noisy pixel is obtained by using a random number generator, \( y(i,j) = R(x(i,j)) \), where \( x \) is the original noiseless pixel and \( p(y) = (y/\sigma) e^{-\eta y / \sigma^2} \). The algorithms are evaluated by MC tests using the SNR criterion. The second set of experiments (Section VI-B), presents a comparison of the methods in two scenarios: ultrasound (US) images (Rayleigh distributed) and fluorescence confocal microscopy (FCM) images (Poisson distributed). We also present the image profiles in three image modalities: US, MRI, and FCM. Finally, in the third set of experiments (Section VI-C), we evaluate the performance of the methods in a tracking task using two ultrasound sequences of the LV. The first sequence contains 490 frames and the second one contains 470 frames (corresponding to 26 and 19 cardiac cycles, respectively). The tracking is done using the shape-probabilistic data association filter (S-PDAF) recently proposed in [68]. To evaluate the performance of the algorithms, we compare the contour estimates provided by the tracker with the ground truth (reference contours). This comparison is done as follows: we selected four images from each cardiac cycle (two images in the systole phase and two images in the diastole phase) and asked to the user to manually define the LV contour for each of these images. For the first sequence, the user segmented 72 images: 36 images extracted during the systole phase and other 36 images during the diastole phase. For the second sequence, the user segmented 78 images: 39 images in systole phase, and 39 images in diastole phase. The selection of the frames was random within each cycle. Three metrics are used in these tests: i) Hausdorff distance, ii) average distance, and iii) Hamoumou distance. The Hausdorff distances are metrics since they verify all the axioms of a metric. However, the average distance is not a metric since it is not symmetric. The Hamoumou distance is a normalized version of the Hausdorff distance (see Section IV-C) which is widely used to compare binary strings and images in information theory. The formulated methodology allows us to obtain an objective evaluation of the contours accuracy provided by the methods considered herein.

A. Synthetic Images

To assess the performance of the above mentioned methods, we performed MC tests in two scenarios using synthetic image of a gray square in a black background. In the first scenario the image is corrupted with i) Gaussian noise, in the second with ii) Rayleigh noise distribution. In the first set of experiment, the \( \sigma \) parameter was varied in the set \( \{0.1, 0.2, 0.3, 0.4, 0.5\} \), and we carried out 20 experiments for each \( \sigma \) value. In the case of Rayleigh noise we consider \( p(y|x) = (y/\eta|x) \exp((\eta y^2/2\eta|x)) \) the \( \eta \) parameter varied in the interval \( \{10, 100, 500, 1000, 5000\} \). Fig. 3 shows the mean of SNR for the different values of \( \sigma \) and \( \eta \). The SNR is computed along the main diagonal of the image.

It can be seen for Gaussian noise [Fig. 3(a)] that for small values of \( \sigma \), the Wiener method exhibits the best SNR. However, it strongly degrades as \( \sigma \) increases. The same can be said about the median filtering. It also has a poor performance for higher
values of $\sigma$. The SBF has a good and almost constant SNR, and the best SNR is achieved by the Sylvester algorithm with TV and Benford priors. Fig. 3(b) reports the performance of the methods with Rayleigh noise. The SBF and TV, Benford priors exhibit remarkable results. As in the previous experiment, the TV and Bfd prior exhibit the best results.

A second experiment is shown in Fig. 4. In this study, it was created a synthetic phantom of an ultrasound image with the Field II simulation program (see [70] for details) that simulates the ultrasound image generation process where the noise is multiplicative, in the sense that the variance is space dependent. The goal is to compare the techniques in a image corrupted with Rayleigh noise.

Fig. 4 shows the simulation of an US image and the output of the various de-speckling algorithms. The phantom consists of a background region class with a “one” pixel value, and other two classes with “zero” (dark region) and “ten” pixel values (bright region). Each foreground object consists of a two sets of five bright disks with increasing (left) and decreasing radius (right), respectively [from the top to the bottom image, see left image in Fig. 4(a)].

The original size of the image is $500 \times 390$. However, a resize of this image to $512 \times 256$ was needed, due to the constraints imposed by the method proposed in [67].

We compute the SNR along a vertical line passing through the centers of the left bright circles. In this study the comparison comprises the following methods: i) median filter, ii) Wiener, iii) SBF [30] and the proposed techniques, iv) $L_2$, v) TV, and vi) Bfd. In this comparison, the platelets method is not presented since it is not tailored do deal with Rayleigh noise.

Fig. 4 shows the output, as well as the intensity profile image for each method. The red line is the true profile and the blue line is the image profile after denoising.

In this experiment, five iterations were used for the proposed techniques ($L_2$). The average time required to denoise the image was:

- SBF: 6.05 s;
- $L_2$: 7.26 s;
- TV: 7.60 s;
- Bfd: 7.55 s.

From Fig. 4, it should be stressed that, although the TV and Bfd priors provide competitive results, the SBF method provides the best SNR, and an excellent output with sharp transitions [see Fig. 4(d)].

Fig. 5 shows the results when the image is corrupted with Poisson noise. In this experiment, we integrate the Platelets method proposed in [67], which can be a basis for comparison for Poisson denoising (see [71] for a comprehensive description). Thus, the comparison comprises the following methods: i) Platelets [67] and the proposed techniques, ii) $L_2$, iii) TV, iv) Bfd. Here, we do not include the Wiener as well as median filters, since the results are very poor. In this comparison the SBF method is not presented since it is not tailored do deal with Poisson noise.

We used 20 iterations in the platelets method [67] and 5 iterations in the proposed methods as in the previous experiment. The average time per iteration was the following:

- Platelets: 23.90 s;
- $L_2$: 7.77 s;
- TV: 8.03 s;
- Bfd: 7.94 s.

Fig. 5 shows that the proposed techniques outperform the platelets, exhibiting attractive SNR as well as the processing time to denoise the image.

B. Still Images

This section evaluates the denoising algorithms in US, MRI and Fluorescence Confocal Microscopy (FCM) images. Three examples are presented (see Fig. 6): an US image of the carotid, a MRI image of a knee and a FCM of a cell. For comparison purposes, we selected the appropriate method (which depends

---

 illusions to the one presented in [30].
on the image modality) and the framework herein proposed (L2, TV and Bfd priors). Thus, we compare the framework with: i) the SBF method (carotid image); ii) Wiener filter (knee image); iii) Platelets method (cell image).

Fig. 7 shows the denoising results for a US image of carotid where the noise was modeled by a Rayleigh distribution (fourth column in Table V). The Bayesian estimates presented in this study were obtained using a Rayleigh data distribution which accounts for multiplicative noise and the three priors. The comparison of the results obtained by several methods shows that the best results are obtained by the TV and Bfd priors as well as the SBF, which is well suited to deal with US images. This is
illustrated in Fig. 7, which shows the image profiles produced by each method (blue line).

Fig. 8 shows the results obtained with MRI image. In this case, the noise is modeled as being white, additive and Gaussian (second column in Table V). It is desirable to compare the results with the Wiener method since it is a benchmark when dealing with Gaussian noise. It can be seen from the figure that the framework methods perform much better than the Wiener filtering.

Fig. 9 shows the results obtained with FCM image. The three proposed methods were implemented using a non Gaussian observation model (Poisson distributed). Once again, the methods proposed in this paper outperform the platelets, exhibiting remarkable results concerning the obtained image profiles.

**C. Heart Sequences**

The denoising algorithm proposed in this paper was evaluated in the context of heart tracking in ultrasound images. The ultrasound sequences were obtained using an ultrasound probe operating at 1.7 MHz and were sampled at 15 frames/s. Two sequences of the heart cavities were used in this study with 490 and 470 frames, corresponding to 26 and 19 cardiac cycles, respectively. The size of each frame is 200 × 248 pixels for both sequences. This study aims to track the left ventricle during the whole sequences. Fig. 10 shows a frame from both sequences. These images present a poor quality (low SNR) and the multiplicative speckle noise which corrupts these images is modeled by a Rayleigh distribution. Furthermore, the boundaries of the LV can hardly be seen when they suffer a sudden motion. This happens mainly in diastole phase.

The test was done as follows. The ultrasound sequences were first processed by each of the denoising algorithms: i) median filtering, ii) squeeze box filter [30], and the proposed method with iii) $L_2$ norm, iv) total variation, and v) Benford priors. The last three methods were implemented using a non Gaussian observation model (Rayleigh). A tracking algorithm was then applied to the denoised images to estimate the boundary of the left ventricle during the whole sequences. The tracker used in this
study is the S-PDAF tracker proposed by the authors in [68]. This tracker is able to discard spurious edges since it relies on a robust association of the detected features (intensity transitions) with the contour. This is specially important since multiple detections are expected. The output of the tracker for each of the denoising conditions was then compared with the ground truth contours of the left ventricle.

Three metrics were used in this test to compare the output of the tracker with the reference contours defined by the user: the Hausdorff distance, the average distance and the Hammoude metric. We will briefly define each of them.

Let \( \mathcal{X} = \{x_1, x_2, \ldots, x_N_x\} \) and \( \mathcal{Y} = \{y_1, y_2, \ldots, y_N_y\} \) be two sets of points obtained by sampling the estimated contour and the reference contour. We define the distance of \( x_i \) to the curve \( \mathcal{Y} \) as the distance from \( x_i \) to the closest point of \( \mathcal{Y} \)

\[
d(x_i, \mathcal{Y}) = \min_j ||y_j - x_i||.
\]

This is denoted as distance to the closest point (DCP).

The average distance between the sets \( \mathcal{X}, \mathcal{Y} \) is defined as

\[
d_{av} = \frac{1}{N_x} \sum_{i=1}^{N_x} d(x_i, \mathcal{Y})
\]

where \( N_x \) is the length of the \( \mathcal{X} \) and the Hausdorff distance between both sets is defined as the maximum of the DCP’s between the two curves [72]

\[
d_{max}(\mathcal{X}, \mathcal{Y}) = \max_i \{d(x_i, \mathcal{Y})\}, \max_j \{d(y_j, \mathcal{X})\}.
\]

We have also Hammoude metric [69]. Let \( R_X, R_Y \) be the image regions inside the two contours. We compute the number of points which belongs to only one of these regions (e.g., obtained by pixel-wise XOR operation) and normalize it by the number of points of the union of both regions

\[
d_H = \frac{\#(R_X \cup R_Y) - (R_X \cap R_Y))}{\#(R_X \cup R_Y)},
\]

Fig. 7 shows the features detected in the ultrasound image after the denoising operation. These features are obtained by detecting intensity transitions along directions orthogonal to the best available estimate of the contour. Details can be found in [68].

Fig. 12 shows a frame processed by each of the denoising techniques, as well as the intensity profile on the image line.
Fig. 9. Image output and resulting image profiles (along diagonal line) of the methods: (blue) profile of the original image, (black) profile of the estimated image. Top row (from left to right): platelets, $L_2$ norm. Bottom row (from left to right): TV, Bfd priors.

Fig. 10. Ultrasound images of the left ventricle extracted from two test sequences: (a) first sequence, (b) second sequence.

Table VI shows the performance of the S-PDAF tracker using the: Average distance, Hausdorff distance, and the Hammoude metric. It is concluded that good results are obtained with all the denoising algorithms. The best results in sequence 1 are achieved by the proposed algorithm with the Benford prior. The best results in sequence 2 are obtained by the proposed algorithm with the total variation prior and by the SBF method.

From this paper, we conclude that the TV and Bfd prior proposed in this framework compare well with all the other denoising techniques.

Table VII shows the average time per frame needed to denoise the images from both sequences in a Matlab implementation on a Pentium 2-Ghz CPU. It is seen from this table that the median filtering is the fastest method, whilst the TV and Bfd prior are slower since they are the output of an iterative algorithm (six iterations were used).

Table VIII displays the percentage outlier features (i.e., features that do not belong to the left ventricle boundary) detected by the tracker (the results listed in first sequence row of this table are obtained with the data sequence displayed in Fig. 11).

From Table VIII, we see that the first sequence is noisier than the second sequence (all the methods provide higher number of outliers in the first sequence). The $L_2$ norm provides less outliers for both sequences than the remaining methods. The Median filter provides the worst result, the TV and Bfd are best ones and seems to be equivalent in the first sequence. This is ascertained in Fig. 11 where one frame of the first sequence is displayed, the yellow dots are the features detected by the tracker, most of them located outside (i.e., inner/outer regions of the contour) from the left ventricle boundary. The median filtering provides the higher number of outliers. The $L_2$ norm is the best method followed by the SBF method.

Table IX, shows the total and average time (in seconds) needed to track the whole sequences. It is seen that the tracker with the $L_2$ norm provides the fastest processing time. This happens due to the reasons already mentioned (i.e., small number of outlier features). From this table, we stress that all the methods allow a much faster tracking process when compared with the median filtering. Recall that, with the denoising methods herein proposed, we gain 3 to 4 min to track the LV contour, which is an expressive difference.

VII. CONCLUSION

Bayesian methods rely on the minimization of an energy function with two terms: a data dependent term and a regularization term. If the image is corrupted by Gaussian additive noise and the prior is Gaussian, the MAP estimate is obtained by solving a system of linear equations with MN equations. This system has a huge dimension which prevents the computational direct solution by matrix inversion and leads to the use of numeric algorithms.
This paper shows that the solution of the denoising problem with Gaussian noise and prior can be obtained by solving the Sylvester–Lyapunov matrix equation. This equation avoids the use of matrices with huge dimensions and can be efficiently solved using standard numerical algorithms. In the case of non-Gaussian noise (e.g., multiplicative noise) and non-Gaussian priors (e.g., total variation or Benford) the same approach can still be used. However, the coefficients of the Sylvester–Lyapunov equation are no longer constant and depend on the denoised image. This difficulty is solved by recursively solving the Sylvester–Lyapunov equation using a fixed point algorithm.

Experimental results using several priors and noise models are presented to evaluate the performance of the proposed algorithm. A comparison with state of the art denoising methods is also included. All the methods were applied to ultrasound, CT and MRI images which have different types of noise statistics.

Table VI: Metrics Mean Values for the First and Second Sequences

<table>
<thead>
<tr>
<th>Method</th>
<th>1st sequence Median</th>
<th>SBF</th>
<th>$L_2$</th>
<th>TV</th>
<th>$Bfd$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hammoude</td>
<td>0.20</td>
<td>0.18</td>
<td>0.18</td>
<td>0.19</td>
<td>0.17</td>
</tr>
<tr>
<td>2nd sequence</td>
<td>0.25</td>
<td><strong>0.18</strong></td>
<td>0.22</td>
<td>0.19</td>
<td>0.20</td>
</tr>
<tr>
<td>Average</td>
<td>4.66</td>
<td>4.32</td>
<td>4.20</td>
<td>4.19</td>
<td><strong>3.81</strong></td>
</tr>
<tr>
<td>2nd sequence</td>
<td>4.58</td>
<td>3.64</td>
<td>4.33</td>
<td>3.57</td>
<td>3.74</td>
</tr>
<tr>
<td>Hausdorff</td>
<td>13.74</td>
<td>13.25</td>
<td>12.83</td>
<td>12.78</td>
<td><strong>11.33</strong></td>
</tr>
<tr>
<td>2nd sequence</td>
<td>12.17</td>
<td>9.70</td>
<td>11.16</td>
<td><strong>9.47</strong></td>
<td>9.95</td>
</tr>
</tbody>
</table>

Fig. 12. Denoising images with the corresponding intensity profile. The yellow line is the location in which the intensity profile is computed for each of the methods: (a) real image, (b) median filtering, (c) SBF, (d) $L_2$ norm, (e) TV, (f) Bfd.
The Sylvester–Lyapunov algorithm proposed in the paper manages to achieve competitive results with the best tested methods in a wide variety of experimental conditions.

APPENDIX

A. Edge Preserving Priors

The Gaussian prior used in the Section IV, with quadratic potential functions, allows an efficient elimination of the noise assigning a quadratic cost to the differences between neighboring pixels. However, it also assigns a quadratic cost to transitions. Therefore, the MAP images, obtained with quadratic potential have smooth transitions which lead to a loss of anatomical details. This effect is shown in Fig. 13 where a synthetic square image is created with a zero background, and unit square foreground. This image is corrupted with additive white Gaussian noise (AWGN) with distribution \( \mathcal{N}(0,0.25^2) \). The edges of the filtered image appear smoothed as shown in Fig. 13(a), while in the case of edge preserving priors, TV and Bfd, shown in Fig. 13(b) and (c), respectively, the edges are preserved (less distorted).

To overcome this difficulty, other prior functions were proposed in the literature [73]. These priors present a quadratic behavior for small differences and a sub-quadratic behavior for

![Fig. 13. Filtered images and the corresponding profiles taken at diagonal line of the image. (a) \( L_2 \) norm, (b) TV, and (c) Bfd prior. Also shown is the initial SNR (SNRi) and the corresponding improvement that was achieved (ISNR).](image-url)
Algorithm 1 Unified Framework

Initialization:
\[ \Theta_N \leftarrow \phi_N^T \phi_N; \]
\[ \Theta_M \leftarrow \phi_M^T \phi_M; \]
\[ \alpha_{\text{end}} \leftarrow \alpha; \]
\[ \alpha \leftarrow \alpha_{\text{begin}}; \]

Selection of the matrix \( \Sigma \):

<table>
<thead>
<tr>
<th>( \Sigma )</th>
<th>Gaussian</th>
<th>Poisson</th>
<th>Rayleigh</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_2 )</td>
<td>( 1/(\alpha \sigma^2) )</td>
<td>( 1/(\alpha \beta) )</td>
<td>( 1/(\alpha \sigma^2) )</td>
</tr>
<tr>
<td>( TV )</td>
<td>( G/(\alpha \sigma^2) )</td>
<td>( G \circ (\alpha X) )</td>
<td>( G \circ (\alpha X) )</td>
</tr>
<tr>
<td>( Bfd )</td>
<td>( G^{\otimes 2}/(\alpha \sigma^2) )</td>
<td>( G^{\otimes 2} \circ (\alpha X) )</td>
<td>( G^{\otimes 2} \circ (\alpha X) )</td>
</tr>
</tbody>
</table>

Select one line and one column from the above Table according to the Prior and Observation Model respectively to obtain \( \Sigma \).

for \( t = 2 \) to \( N \) do

Compute:
\[ \Phi_N \leftarrow \frac{2}{\alpha} \phi_N + \Theta_N; \]
\[ \Phi_M \leftarrow \frac{2}{\alpha} \phi_M + \Theta_M; \]
\[ Q^{t-1} \leftarrow \Sigma^{t-1} \circ (X^{t-1} - X^{ML}) - \beta X^{t-1}; \]

Solve:
\[ \Phi_N X + X \Phi_M + Q^{t-1} = 0; \]
\[ \alpha \leftarrow \alpha + \frac{1}{2} (\alpha_{\text{end}} - \alpha_{\text{begin}}); \]
end for

higher differences. It is assumed that higher differences are due to transitions and should not receive a strong penalty while small differences that are associated to noise should be attenuated.

Table X shows several edge preserving potential functions, \( \rho(x) \), and the corresponding influence functions, \( \psi(x) = d\rho(x)/dx \) [56] and Fig. 14 shows their graphical representations as well as the quadratic potential function.

The displayed potential functions are the \( L_1 \) norm, the \( L_p \) norm, also known as Generalized Gaussian Markov Random Fields (GGMRF) [74], [75], the Geman and McClure [55], the Lorentzian, the Huber [73], and the Benford [76] potential functions. Almost all of these potential functions present a quadratic behavior for small values of \( x \) and a sub-quadratic behavior for higher values of \( x \). In the case of \( L_1 \) and Huber potential functions, the asymptotic behavior is linear, for the case of the Lorentzian and Benford the asymptotic behavior is logarithmic, in the case of Geman and McClure the asymptotic behavior is a constant value and finally in the case of \( L_p \) (GGMRF) prior the asymptotic behavior is something between the \( L_1 \) and \( L_2 \) priors. For all priors, the asymptotic behavior is sub-quadratic which means that large differences among neighboring nodes are not so penalized as in the case of the quadratic prior \( L_2 \).

Each potential function, described above, depends only on one first order difference. When applied to image processing, all first order vertical and horizontal differences are independently considered which means that the cliques are pairs of neighboring pixels [54]. More complex edge preserving potential functions, called here adaptive potential functions (APF), have been recently used to cope with higher order cliques. One example is the TV of the discrete image \( X \) [27], [75], [77], defined by

\[
U(X) = \alpha \sum_{i=0}^{N-1} \sum_{j=0}^{M-1} g(i,j) \tag{55}
\]

where \( g(i,j) = \sqrt{\delta_h(i,j) + \delta_v(i,j)} \) is a discrete approximation of the gradient magnitude at pixel \((i,j)\).

\( U(X) \) is a discrete version of the TV of a continuous scalar function, \( \lambda(x) : \Omega \rightarrow \mathbb{R} \) with \( \Omega \subset \mathbb{R}^2 \), defined as follows:

\[
TV(\lambda(x)) = \int_{\Omega \subset \mathbb{R}^2} |\nabla \lambda(x)| dx. \tag{56}
\]

Each potential function in (55) depends on both horizontal, \( \delta_h(i,j) \) and vertical, \( \delta_v(i,j) \) differences.

These potential functions [see (57), shown at the bottom of the page], have higher order than the previous ones because they involve two interactions with the neighbors: one with the nearest neighbor in the horizontal direction and the other with the nearest neighbor in the vertical direction.

To compare the total variation prior with the previous potential functions, listed in Table X, let us consider that one of the differences is constant. The potential function associated to the other can be written as follows:

\[
\rho(x) = \sqrt{x^2 + \delta} \tag{57}
\]
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which is a function depending on the space varying parameter $\delta$, the other interaction involved in the clique. Fig. 15(a) displays this function for several values of $\delta$ as well as the quadratic potential function. As before, this function presents a sub-quadratic behavior, typical in edge preserving potential functions. As before, this function presents a desirable sub-quadratic behavior for edge preserving priors.

### B. Pseudo-Code Implementation
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