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The Segmentation of the Left Ventricle of the
Heart From Ultrasound Data Using Deep Learning
Architectures and Derivative-Based Search Methods

Gustavo Carneiro, Jacinto C. Nascimento, Member, IEEE, and António Freitas

Abstract—We present a new supervised learning model designed
for the automatic segmentation of the left ventricle (LV) of the
heart in ultrasound images. We address the following problems in-
herent to supervised learning models: 1) the need of a large set of
training images; 2) robustness to imaging conditions not present
in the training data; and 3) complex search process. The innova-
tions of our approach reside in a formulation that decouples the
rigid and nonrigid detections, deep learning methods that model
the appearance of the LV, and efficient derivative-based search al-
gorithms. The functionality of our approach is evaluated using a
data set of diseased cases containing 400 annotated images (from
12 sequences) and another data set of normal cases comprising 80
annotated images (from two sequences), where both sets present
long axis views of the LV. Using several error measures to com-
pute the degree of similarity between the manual and automatic
segmentations, we show that our method not only has high sensi-
tivity and specificity but also presents variations with respect to a
gold standard (computed from the manual annotations of two ex-
perts) within interuser variability on a subset of the diseased cases.
We also compare the segmentations produced by our approach
and by two state-of-the-art LV segmentation models on the data
set of normal cases, and the results show that our approach pro-
duces segmentations that are comparable to these two approaches
using only 20 training images and increasing the training set to
400 images causes our approach to be generally more accurate. Fi-
nally, we show that efficient search methods reduce up to tenfold
the complexity of the method while still producing competitive seg-
mentations. In the future, we plan to include a dynamical model to
improve the performance of the algorithm, to use semisupervised
learning methods to reduce even more the dependence on rich and
large training sets, and to design a shape model less dependent on
the training set.
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I. INTRODUCTION

E CHOCARDIOGRAPHY has arguably become the
preferred medical imaging modality to visualize the left

ventricle (LV) of the heart due to the low cost and the portability
of ultrasound imaging devices [1]. Typically, the ultrasound
imaging of the LV is analyzed by an expert (e.g., a cardiologist),
who segments the endocardial border of the LV at the end-sys-
tole and end-diastole phases, which are then used to provide a
quantitative functional analysis of the heart in order to diagnose
cardiopathies [2]. The manual segmentation of the LV presents
the following two issues: 1) it is a tedious and time demanding
task that can be only performed by a specialized clinician; and
2) it is prone to poor repeatability. These issues can be solved
with the use of an automatic LV segmentation system, which
has the potential to improve the workflow in a clinical site
and to decrease the variability between user segmentations.
However, fully automatic LV segmentation systems are useful
only if they can handle the following challenges present in
the ultrasound imaging of the LV: low signal-to-noise ratio,
edge dropout, presence of shadows, no simple relation between
the pixel intensity and the physical property of the tissue, and
anisotropy of the ultrasonic image formation [3].

The most successful LV segmentation systems are based on
the following techniques: active contours [4]–[13], deformable
templates [14]–[18], and supervised learning methods [3],
[19]–[27]. Although excellent results have been achieved by
active contours and deformable templates, these methods are
effective only to the extent of the prior knowledge about the LV
shape and appearance present in the method [24]. This issue
has motivated the development of supervised learning models,
where the LV shape and appearance variations are learned from
an annotated training data set. As a result, the effectiveness
of supervised models is related to the size and the richness of
the training data set, which must contain annotations produced
by different clinicians and different imaging conditions of
the LV. The main trouble is that the acquisition of such large
and rich training set is an expensive task, which has limited a
more extensive exploration of supervised models for the LV
segmentation problem. Moreover, the design of fully automatic
LV segmentation systems usually have a complex search space
consisting of all possible nonrigid deformations of the LV
contour and of the different imaging conditions.

In this paper, we propose a new automatic LV segmentation
that addresses the following supervised learning model issues:
1) the need of a large set of training images; 2) the robustness
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TABLE I
RELEVANT SEGMENTATION METHODS AND THEIR CHARACTERISTICS

to imaging conditions not present in the training data; and 3)
the complex search process. In order to handle the robustness to
imaging conditions and the need of large training sets, we rely
on the use of deep learning architectures [28] and a new for-
mulation of the LV segmentation that decouples the rigid and
nonrigid detections. The complexity issue is addressed with the
use of optimization algorithms of first (gradient descent) and
second (Newton’s method) orders [29]. This paper is an exten-
sion of the approach presented in [19], with more complete lit-
erature review, methodology derivations, and experiments (in-
cluding a new comparison with interuser variations). Moreover,
this paper is focused on the LV segmentation in still images,
which is a different goal compared with [20], which addresses
the problem of LV tracking. We test the functionality of our ap-
proach using an extension of the annotated data set introduced in
[17], which contains long axis views of the LV. This data set has
400 manually annotated images (from 12 sequences) of diseased
cases and 80 manually annotated images (from two sequences)
of normal cases, where the data set of diseased cases has 50
images (from three sequences) with two manual annotations.
The similarity between automatic and manual LV contours (i.e.,
segmentations) is assessed with different types of error mea-
sures (e.g., region similarity, point-to-point correspondence, and
point-to-contour match). Using the methodology proposed in
[30] and [31], we show that the results of our method correlate
well with user annotations and are within interuser variations
on the data set of diseased cases. We also compare the LV seg-
mentations of our approach and of two state-of-the-art segmen-
tation models [17], [24], [27] on the data set of normal cases,
and the results show that our approach produces segmentations
comparable with the state-of-the-art approaches using only 20
training images, and if we increase the training set to 400 im-
ages, then our approach produces generally more accurate LV
segmentations than these two approaches. We also show that
our approach leads to high sensitivity and high specificity. The
efficient search methods proposed are also shown to reduce up
to tenfold the complexity of the original method while still pro-
ducing state-of-the-art results.

II. LITERATURE REVIEW

In this literature review, we describe the main techniques to
solve the medical image segmentation problem, roughly fol-
lowing the classification provided by in [11]. Table I shows the
general characteristics of the following methods: 1) bottom-up
approaches [32], [33]; 2) active contours methods [7]; 3) active
shape models (ASMs) [22]; 4) deformable templates [14]–[18],
[36]; 5) active appearance models (AAMs) [3], [23], [25]; 6)

level-set approaches [4]–[6], [8]–[13], [34], [35]; and 7) data-
base-guided (DB-guided) segmentation [19]–[21], [24], [26],
[27], [37]. In this table, five properties are used to define each
method, where mark indicates the presence of the property
and symbol means that, although the property is present
in latest developments, it was not part of the original formula-
tion. Prior knowledge means any type of domain information
(in the form of size, shape, location, texture, or gray value) used
by the approach in order to constrain the optimization problem.
A segmentation algorithm can be boundary or region driven.
Boundary-driven methods search for image transitions (indi-
cating anatomical borders), and region-driven approaches aim
at grouping pixels with specific distributions of gray value or
texture (indicating tissue classification). Finally, the method can
use a model whose parameters can be estimated without the
use of a training set (i.e., unsupervised) or through a supervised
learning approach relying on a training set (i.e., supervised).

Bottom-up approaches [32], [33] consist of a series of stan-
dard image processing techniques to detect the border of the
LV. The techniques used include edge detection and linking,
morphological operators (e.g., dilation or erosion), and Hough
transform. These methods have low computational complexity
but are sensitive to initial conditions and generally lack ro-
bustness to imaging conditions. One of the most successful
methodologies that increased the robustness of segmentation
algorithms to imaging conditions was the active contours [7],
which also had low complexity but was sensitive to the selection
of the parameter space and the initialization conditions. Active
contour methods were influential in the development of level-set
methods [10], which significantly reduced the sensitivity to
initial conditions, but had issues with imaging conditions. The
latest developments in the use of level sets for medical image seg-
mentation have been focused on increasing the robustness of the
method with the integration of region and boundary segmenta-
tion, the reduction of the search dimensionality, the modeling of
the implicit segmentation function with a continuous parametric
function, and the introduction of shape and texture priors [4]–[6],
[8], [9], [11]–[13], [34], [35]. Deformable templates [14]–[18],
[36] have introduced the use of unsupervised learning models,
which address the same issues present in active contours, but
deformable templates usually have the issue of how to initialize
the optimization function, where most of solutions assume a
manual [17] or automatic [37] initialization. Although level sets
and deformable templates have shown outstanding results in
medical image analysis, they present a drawback, which is the
prior knowledge defined in the optimization function, such as the
definition of the LV border, the prior shape, the prior distribution
of the texture or gray values, or the shape variation. This prior
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Fig. 1. (left) Original training image with the manual LV segmentation in
yellow line and (middle) star markers with the rectangular patch representing
the canonical coordinate system for the segmentation markers. The right image
shows the reference patch with the base and apical points highlighted and
located at their canonical locations within the patch.

knowledge can be either designed by hand or learned using a
(usually) small training set. As a result, the effectiveness of such
approaches is limited by the validity of these prior models, which
are unlikely to capture all possible LV shape variations and
nuances present in the ultrasound imaging of the LV [24].

The issues previously presented are the motivations for the
development of supervised learning models, where the shape
and the appearance of the LV is fully learned from a manually
annotated training set. The first approach using supervised
learning models was the ASM [22], which consisted of a
boundary-driven approach that lacks robustness to regions of
low contrast. The incorporation of region-driven segmentation
in the AAM [3], [23], [25] substantially reduced the sensitivity
of the approach to imaging conditions. The main issues with
ASM and AAM are the need of a large set of annotated training
images, the condition that the initialization must be close
enough to a local optimum, and the fact that the model assumes
a Gaussian distribution of the shape (boundary) and appearance
(region) information derived from the training samples. The
use of a supervised learning model that do not assume Gaussian
distributions was proposed in the DB-guided segmentation
[24], [27]. Specifically, the authors designed a discriminative
learning model based on boosting techniques [38] to segment
the LV from ultrasound images. Another important point in
the DB-guided approach is the complete independence of an
initial guess. Instead of that, a full search is conducted in the
parameter space, which guarantees the reproducibility of the
final result but considerably increases the search complexity.
One of the main techniques to reduce this search complexity is
the marginal space learning (MSL) [26] approach that partitions
the search space into subspaces of increasing complexity and
achieves a significant complexity reduction. Aside from the
high complexity of the search process, supervised learning
methods face the following two issues: 1) the large number of
training images (in the order of hundreds) needed for estimating
the parameters of the model; and 2) the robustness to imaging
conditions absent from the training set.

III. PROBLEM DEFINITION

The main problem we wish to solve in this paper is the delin-
eation of the LV in an ultrasound image . This delineation is de-
noted by a vector of points , with . Note
that this set of points is formed by a parametric B-spline curve
with uniform parametrization [39], which guarantees the same
number of points for each delineation, and the same geodesic dis-
tance between points. We assume that
is the training set containing training images , a respective
manual annotation , and the parameters of a rigid trans-

formation (position , orientation ,
and scale ) that aligns the two base points and the apical
point to a canonical coordinate system (see Fig. 1). The use
of a 2-D scale transformation is adopted in order to provide a
greater flexibility to deal with cardiopathies. Notice that the
rigid transformation previously mentioned is an intentional
misuse of language since it involves different scaling in two
dimensions (i.e., formally, this is an affine transformation, but
we keep the use of the term “rigid” instead of “affine” in the
remainder of this paper). Our objective is to find the LV contour
with the following decision function:

(1)

where is a variable indicating the presence of the LV in
the test image . Notice that the usual goal in supervised
learning methods is to find parameter that maximizes the prob-
ability function , but the use of expectation
in (1) provides a more robust decision process. Equation (1) can
be expanded in order to decouple the rigid and nonrigid detec-
tions, i.e.,

(2)
The decoupling of the segmentation process in (2) is important
in order to reduce the number of joint parameters to learn, which
is directly proportional to the training set size. The first term in
(2) represents the rigid detection, which is denoted by

(3)

with

(4)

where is the vector containing the classifier parameters
and is a normalization constant. We simplify the last
term in (4) as , where is ob-
tained from the maximum a posteriori learning procedure of
the classifier parameters (see Section IV-B). Finally, in (3),
term , where ,

, and
denotes the multivariate Gaussian distribution.

The second term in (2), representing the nonrigid part of the
detection, is defined as follows:

(5)

where represents the probability that point
is located at the LV contour. Assuming that denotes

the parameter vector of the classifier for the nonrigid contour,
we compute

(6)
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Fig. 2. Rigid and nonrigid training. Box (a) displays (left) a training image with superimposed windows indicating the (solid red rectangles) negative and (dashed
green rectangles) positive patches, where the extracted patches are shown on the middle (negatives) and on the right (positives) of the box. Box (b) shows (left)
the lines drawn perpendicularly to the annotation points and (right) the profiles of three of those lines. This profile is used by the nonrigid classifier to estimate
the most likely location of the LV contour, indicated with a red circle marker in the profile curve of the graph on the left. (a) Rigid training patches. (b) Nonrigid
training profiles.

In practice, we made a few simplifications in (5) and (6). First,
a maximum a posteriori learning procedure of the classifier
parameters produces (see Section IV-B), which means
that, in (6), we have . Second, term

is one only at a specific location returned
by a regressor that receives as input a vector containing the gray
value along a line perpendicular to contour [this term is for-
mally defined in (14)].

An important observation about the formulation previously
described is that the decoupling of rigid and nonrigid detections
has been previously proposed in the literature in different forms
[24], [26], but we are unaware of other formalizations similar to
the one presented in (2).

IV. TRAINING AND SEGMENTATION METHODOLOGIES

Here, we first explain the deep learning methodologies used
to build the rigid and nonrigid classifiers. Then, we describe
in detail the methodologies used for training the classifiers and
segmenting the LV from ultrasound images.

A. Deep Learning Methodologies

In order to build the rigid and nonrigid classifiers in (2),
we relied on the use of artificial neural networks (ANNs)
containing several hidden layers, which is known as deep belief
networks (DBN). The rigid classifier takes as input an image
region, and the output is the probability that the region contains
an LV aligned in the same way as shown in the training set
(see Figs. 1 and 2). The nonrigid classifier takes a profile line
perpendicular to the LV contour and outputs the most likely
location of the LV contour (see Fig. 2). Therefore, according
to the classification proposed by in [40], our rigid classifier is
a pixel-based method designed for the task of object detection
and recognition, and the nonrigid classifier is a pixel-based
method designed for the task of segmentation.

The larger number of hidden layers in a DBN, as compared
with the original ANN, is usually associated with better repre-
sentation capabilities [41], which can lead to powerful classi-
fiers. However, the estimation of DBN parameters with back-
propagation from a random initialization [42] is usually inade-
quate because of the following limitations related to the high di-
mensionality of the network: 1) slow convergence; and 2) failure
to reach “good” local optima. The authors in [28], [43], and [44]
have recently proposed a two-stage deep learning methodology
to train a DBN, where the first step consists of an unsupervised

Fig. 3. Comparison between current and deep learning methodologies. (Left)
Current supervised learning paradigm, where it is assumed that the LV segmen-
tation to an image is independent of the original cause (i.e., the imaging of the
LV of the heart) given the image. (Right) Deep learning approach, where an un-
supervised generative model learns the LV image generation process and, then,
a discriminative model is trained based on this generative model [45].

generative learning that incrementally builds an autoencoder (as
new hidden layers are added to the network), and the second step
comprises a supervised discriminative learning that uses the pa-
rameters learned for the autoencoder as an initialization for the
backpropagation algorithm [42].

The motivation for using DBN and the aforementioned new
learning methodology is depicted in Fig. 3. In this figure, the
link between LV and image, realized through an ultrasonic de-
vice, has a high bandwidth, which means that there are too
many ways to make an image of the LV. The current supervised
learning paradigm assumes that the segmentation is indepen-
dent of LV given the image. Therefore, current learning models
(e.g., boosting) need to collect a large training set in order to
confidently learn the parameters of the statistical model, rep-
resenting the probability of segmentation given image. On the
other hand, deep learning methodologies first learn a generative
model (trained with unlabeled data) representing the probability
of the image given LV, followed by a discriminative learning
(trained with labeled data) of segmentation given LV using the
generative model obtained during the training process of the first
stage. Leveraging the generative model in the learning of the
discriminative model is the key that makes deep learning less
dependent on large and rich training sets.

B. Training Procedure

For the rigid classifier, we follow the multiscale implemen-
tation in [21] and build an image scale space produced
from the convolution of the Gaussian kernel with the
input image , as follows:

(7)

where is the scale parameter, is the image coordinate, is the
convolution operator, and . As-
suming that our multiscale implementation uses a set of image
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Fig. 4. Multiscale training assuming uniform distribution for Dist��� in (8).
The graphs represent the first two dimensions of the rigid parameter space �, and
the gray square represent the region where negatives are sampled for training;
the square with vertical lines represent the margin, and the square with hori-
zontal lines denotes the region where positives are sampled for training. The
ground truth is located at the center of the square represented with horizontal
lines.

scales represented by , we train classifiers [see
(4)]. In order to train each rigid classifier, it is necessary to build
a set of positive and negative image patches, which are effec-
tively the DBN input. An image patch is built using the extrac-
tion function that takes image ,
scale , and rigid parameter to produce a contrast normal-
ized [46] image patch of size (the contrast normaliza-
tion makes our approach more robust to brightness variations),
where representing a vector indexed by with
the sizes of the image patch at each scale. The sets of positives
and negatives are formed by sampling the distribution over the
training rigid parameters, which can be defined as

Dist

if uniform distribution is assumed
if normal distribution is assumed

(8)

where the uniform distribution is defined by
such that with

denoting a matrix with the training
vectors in its columns and functions
and representing the maximum and minimum
row elements of the matrix , respectively, and the normal
distribution is defined in (4). The positive and negative sets at
scale are generated from each training image as
follows (see Fig. 2):

Dist

Dist (9)

where and denote the element-wise “less than” and “greater
than” vector operators, respectively.

The following equation represents the margin between pos-
itive and negative cases (see Fig. 4) with and defined as
constants, returning the diagonal of matrix :

if uniform distribution is assumed

if normal distribution is assumed
(10)

and
(11)

denotes the dissimilarity function in (9), where returns the
absolute value of vector . Note that according to the gen-
eration of positive and negative sets in (9) –(11), one can no-
tice a margin between these two sets, where no samples are
generated for training. The existence of this margin facilitates

the training process by avoiding similar examples with oppo-
site labels, which could generate overtrained classifiers. The
rigid DBN at scale is trained by first stacking several hidden
layers to reconstruct the input patches in and (unsupervised
training). Then, two nodes are added to the top layer of the DBN,
which indicate and , and
the discriminative training finds the following maximum poste-
rior at :

(12)

For training the nonrigid classifier [see (5)], we build the
training set of indexes and profiles as

(13)

where indexes the annotation in the training set, indexes the
LV contour point, is defined in (7), is the noisy
coordinate (explained below), , and is
the unit normal vector of the th LV annotation at point (see
Fig. 2). The noisy annotation is obtained as ,
where is a linear transform computed from the differ-
ence between the randomly generated and the manual anno-
tation , such that , as defined in (10) and (11).
The use of this noisy annotation is important because the an-
notations from the training set contain only for all
training samples.

Using the noisy annotation , the index value is computed
as . The
nonrigid DBN is first trained in an unsupervised manner by
stacking several hidden layers that reconstruct the input pro-
file. Then, a single node is added to the top layer, which outputs

, defined in (6), for the th contour point.
In practice, we have

(14)
Therefore, the supervised training procedure of the non-
rigid classifier finds the maximum posterior as

, where
, , and .
We also build a shape model based on principal component

analysis (PCA) [47], [48], which is used to project the final re-
sult from the nonrigid classifier. The goal of this last stage is
to suppress noisy results from the nonrigid classifier. Assuming
that is a matrix that contains in its
columns all the annotations in the training set , where the mean
shape has been subtracted from each
column, then we can decompose using eigenvalue decompo-
sition as . Given a new annotation produced
by the nonrigid classifier, e.g., , we obtain its new value by first

projecting it onto the PCA space ,
where contains the first eigenvectors and is a diag-
onal matrix containing the first eigenvalues in the diagonal.
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Then, the final shape is obtained by reprojecting onto the
original shape space and adding back the mean shape, as in

.

C. Segmentation Procedure

The first step of the detection procedure described in Alg. 1
consists of running the rigid classifier at scale on
samples drawn from Dist defined in (8). Samples

for which are used
to build a distribution, defined by a Gaussian mixture model as
follows:

Dist (15)

which is obtained with the expectation maximization algorithm
[49], where denotes the weight of component with mean
and covariance . Then, we draw samples from Dist
to be used as initial guesses for the search procedure for the
rigid classifier trained at , resulting in, at most, sam-
ples [again, we only keep the samples for which

], which are used to build Dist . This process
of sampling/searching/building distribution is repeated for each
scale , until we reach . The final sam-
ples are used by the nonrigid classifier to produce the expected
contour (1), which is projected onto the PCA space explained in
Section IV-B to generate the final contour .

Algorithm 1 Segmentation Procedure.

1: Sample Dist defined in (8).

2: Compute using DBN
trained at .

3: Build Dist using set
, as defined in (15).

4: for to do

5: Sample Dist .

6: Search using as initial guesses for one
of the search procedures (full, gradient-descent, or Newton’s
method) with DBN trained at (each initial
guess generates a final guess ).

7: Build Dist using set
.

8: end for

9: Run the nonrigid classifier at for each element of the
rigid parameter set produced in the loop above
in order to generate the respective contours .

10:
.

11: .

12: .

The search process that uses the DBN classifier is based on
one of the following three different search approaches: 1) full
search; 2) gradient descent; and 3) Newton’s method [29]. For
the full search, we run the DBN classifier at at all the 243
points in for and
in (16) (note that , which is the five-dimensional pa-
rameter space of the rigid classifier with three points per dimen-
sion). Assuming that , the gra-
dient-descent algorithm [29] uses the Jacobian, which is numer-
ically computed using central difference, with the step size
(10), as follows:

(16)

where the subscript indicates the dimension [i.e., denotes the
first dimension of defined in (1)] and is defined below
in (18). The first-order partial derivatives for the other dimen-
sions of are similarly computed to (16). A better precision can
be achieved with Newton’s method [29], where the price is the
computation of the Hessian matrix (and its inversion), where the
second-order partial derivatives are numerically computed with
central difference, as follows:

(17)

with

(18)

where denotes the th dimension of . The other
second-order partial derivatives are computed similarly to (17).

V. EXPERIMENTAL SETUP

Here, we first examine how the experimental data sets have
been set up, and then, we explain the technical details involved
in the training and segmentation procedures. We also introduce
the quantitative comparisons to measure the performance of our
approach.

A. Training and Testing Data Sets and Manual Annotation
Protocol

We extend the sets of annotated data introduced in [17], who
used ten sequences comprising eight sequences with diseased
cases and two with normal cases. In this paper, we add four more
sequences to the set of diseased cases (see Fig. 5), resulting in
12 sequences (12 sequences from 12 subjects with no overlap,
presenting the cardiopathies described in Table II) displaying
long axis views of the LV. Let us denote this set as , and
each sequence is represented by a letter from to . The set
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Fig. 5. First images of a subset of sequences � and � .

TABLE II
CARDIOPATHIES PRESENT IN SET �

of normal cases (see Fig. 5) contains two sequences of long axis
view of the LV (two sequences from two healthy subjects with
no overlap), which is denoted by with sequences and .
Also, note that there is no overlap between subjects in sets
and . We worked with two cardiologists, where the first one
annotated 400 images in set (an average of 34 images per
sequence) and 80 images in (average of 40 images per se-
quence), and the other cardiologist annotated 50 images from
sequences (average of 17 images per sequence). For
the manual annotations, the cardiologists could use any number
of points to delineate the LV, but they had to explicitly identify
the base and apical points in order for us to determine the rigid
transformation between each annotation and the canonical loca-
tion of such points in the reference patch (see Fig. 1).

B. Training and Segmentation Procedure Details

For training the rigid classifiers at each scale ,
we produce 100 positive and 500 negative patches per training
image to be inserted in sets and in (9), respectively ( Fig. 2
shows examples of positive and negative patches for one training
image). This unbalance in the number of positive and negative
samples can be explained by the much larger volume covered
by the negative regions [50]. This initial training set is divided
into 80% of and for training and 20% for validation, where
this validation set is necessary to determine several parameters,
as described below. The multiscale implementation (7) used in
the training and segmentation procedures used three scales

for , where images are downsampled
by a factor of two after each octave. The values for these scales
have been determined from the scale set {32, 16, 8, 4, 2} using the
validation set, from which we observe that (i.e., coarser
scales) prevents the detection process to converge and (i.e.,
finer scales) does not improve the accuracy of the method. The
original patches used for training the rigid classifier (see Fig. 2)
have a size of 56 56 pixels, but the sizes used for scales {16, 8,
4} are , respectively. Both the uniform and
Gaussian distributions have been tried for the initial distribution
Dist in (8) with similar segmentation results; thus, we assume
a uniform distribution for Dist given its lower computational
complexity, where constant in (10) has been em-
pirically determined from set {1/100, 1/200, 1/400, 1/800} based
on the segmentation performance on the validation set. For the

DBN, the validation set is used to determine the following pa-
rameters: the number of nodes per hidden layer and the number
of hidden layers. The number of nodes per hidden layer varies
from 50 to 500 in intervals of 50. The number of hidden layers
varies from one to four (we did not notice any boost in the per-
formance with more than four layers).

Using all annotated images from set , we achieved the con-
figurations displayed in Table III. Fig. 6 shows examples of false
positive cases and the performance of the rigid classifier as a
function of the rigid transformations from the manual annota-
tion. Finally, it is worth verifying the types of features learned
for the rigid detector. Let , for , represent the
matrices of weights for each of the four layers of the DBN
learned at . From Table III, we see that ,

, , . The
features shown in Fig. 7 depicts the first 100 columns of the
following matrices (notice that each 196-dimensional vector is
reshaped to a 14 14 matrix): , , ,
and . It is interesting to see that the features
in higher layers tend to be more global than features in lower
layers, which intuitively demonstrates the abstraction capabili-
ties of the DBN (similar observations have been noticed in [51]
in other types of experiments).

The nonrigid classifier (5) is trained using the method de-
scribed in Section V-B, where in (13), which means that
the profiles perpendicular to the LV contour have 41 pixels. In
order to increase the robustness of the nonrigid classifier, we use
100 detections per training image to be included in the training
set defined in (13). Using 80% of for training and 20%
for validation, we have achieved the configuration displayed in
Table III. Finally, for the PCA model, we cross-validated
(number of eigenvectors) with the validation set and selected

.
The detection procedure in Alg. 1 uses (at

, this means that the initial grid has around four points in
each of the five dimensions of Dist ) and based
on the trade off between segmentation accuracy and running
time (i.e., the goal was to reduce and as much
as possible without affecting the results on the validation set).

Using the training parameters previously defined, the run-
time complexity of the different search approaches (full, gra-
dient descent, and Newton’s method) is presented in terms
of the number of calls to the DBN classifiers, which rep-
resents the bottleneck of the segmentation algorithm. The
full-search approach has a search complexity of

scales , where is
, is , and, for the nonrigid classifier, the

detection of each contour point is independent of the detec-
tion of other contour points [see (5)]. From Table III, we
notice that the complexity of the rigid classifier at
is , that at
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TABLE III
LEARNED CONFIGURATION FOR THE DBNS

Fig. 6. Performance of the rigid classifier trained at � � �. The first row shows the mean and the standard deviation of ��� � ���� ���� as a function of the
variation of each one of the rigid transformations (translation, rotation, and scaling) with respect to the manual annotation for all training images (i.e., only one
transformation is varied, whereas the others are kept fixed with respect to the manual annotation). On the first row, the vertical green dashed lines indicate the upper
bound of the parameters used for the positive set, and the vertical red dotted lines show the lower bound of the negative parameters. (Red rectangles in solid lines)
The second row shows three cases that belong to the negative set but that the rigid classifier produces relatively large values (below each image, DBN classification
result ���� � ���� ���� � ��� ��� and deviation 	� with respect to the manual annotation are displayed). Note that the manual annotation is represented by the
cyan rectangle in dashed lines.

Fig. 7. First 100 features for each layer of the rigid classifier at � � �. Layers
(a) 1, (b) 2, (c) 3, and (d) 4.

is , that at is
, and the

nonrigid classifier is . This
means that the full-search method (using 243 samples in the
fine scale for each of the samples) needs roughly the fol-
lowing number of multiplications:

.
For the gradient-descent search procedure, each iteration

above (at ) represents a computation of the classifier
in ten points of the search space (five parameters times two
points) plus the line search computed in ten points as well. The
gradient-descent search needs roughly the following number of
multiplications:

, where [20, 100] means that, by
limiting the number of iterations to be between one and five,
the complexity of this step for each hypothesis is between
20 and 100.

For Newton’s method, the computation of the Hessian, gra-
dient, and line search processes requires 25 10 runs of the
classifier. The Newton step search needs roughly the following
number of multiplications:

, where [35, 175] means that,
by limiting the number of iterations to be between one and five,
the complexity of this step for each hypothesis is between 35
and 175.



976 IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 21, NO. 3, MARCH 2012

C. Error Measures

In order to evaluate our algorithm, we use the following error
measures: the Hammoude distance (HMD; also known as the
Jaccard distance) [52], the average error (AV) [17], the Haus-
dorff distance (HDF) [53], the mean sum of square distances
(MSSD) [27], the mean absolute distance (MAD) [27], and the
average perpendicular (AVP) error between the estimated and
ground-truth contours.

Let and , with
, be two vectors of points representing the automatic and

manual LV contours, respectively. The smallest point to con-
tour distance is

(19)

which is the distance to the closest point (DCP). The AV be-
tween and is

(20)

The HDF is defined as the maximum DCP between and ,
as in the following:

(21)

The HMD is defined as follows [52]:

(22)

where represents the image region delimited by contour
(similarly for ), is the set union operator, is the set

intersection operator, and denotes the number of pixels
within the region described by the expression in parenthesis.
The error measures MSSD [54] and MAD [55] are defined as
follows:

(23)

(24)

Note that MSSD and MAD [see (23) and (24), respectively] are
defined between corresponding points (not the DCP).

Finally, the AVP error between the estimated (e.g., ) and
reference contours is the minimum distance between

and using a line that is perpendicular to the contour
at at . Let us represent the line tangent to the curve at point

as
with and . Let

us also denote the curve sampled at points
with the following implicit representation: , where

denotes the parameters of this representation. Hence, we
can find point , where

subject to . The AVP error
measure is defined as

(25)

D. Comparison With the State of the Art

We compare the segmentations produced by two state-of-
the-art methods [17], [24], [27] with those by our method (la-
beled “400 train img-F”), which has been trained with 400 anno-
tated images from (see Section V-A) and uses the full-search
scheme (see Section IV-C).

The model proposed in [17] (labeled “MMDA”) consists of
a deformable template approach that uses multiple dynamic
models to deal with the two LV motion regimes (systole and
diastole), where the filtering approach is based on probabilistic
data association (which deals with measurement uncertainty)
and the shape model (which defines the LV shape variation)
is based on a hand-built prior. The main differences between
our model and MMDA are the following: MMDA is a funda-
mentally different approach based on the deformable template
model using an LV shape prior with a simple appearance
model that is learned for each new test sequence based on a
manual initialization of the LV contour, and MMDA uses a
powerful motion model that constrains the search space in the
LV segmentation process. The model proposed in [24] and [27]
(labeled “COM”) is a supervised learning approach (i.e., it is a
DB-guided approach) relying on a quite large annotated training
set (in the order of hundreds of annotated images), using a dis-
criminative classifier based on boosting techniques for the rigid
detector and a shape inference based on a nearest-neighbor
classifier for the nonrigid detection, and the motion model is
based on a shape tracking methodology that fuses the shape
model, the system dynamics, and the observations using het-
eroscedastic noise. Compared with our model, COM uses a
different type of classifier for the rigid and nonrigid classifiers,
and it also uses a motion model that constrains the search space
during the LV segmentation process. Methods “MMDA” and
“COM” have been run on the data set of normal cases
by the original authors of those methods. Moreover, in order to
assess the robustness of our method to small training sets, we
randomly select a subset of the 400 annotated images from
to train our method, where the subset size varies from {20, 50,
100} (labeled “{20, 50, 100} train img-F”), and compare the
error measures obtained with the segmentations from the DBN
classifier trained with 400 images. Finally, we also compare
the segmentations of the gradient descent (labeled “400 train
img-G”) and Newton’s method (labeled “400 train img-N”)
search schemes with that of the full search.

E. Receiver Operating Characteristic Curve

In order to assess the sensitivity and the specificity of our ap-
proach (“400 train img-F”), we compute the receiver operating
characteristic (ROC) curve with

True Positive

False Positive

(26)
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where represents the image region delimited by the
manually annotated contour for image , and

are defined in (22), represents the image region
delimited by the automatically produced contour from Alg. 1
if condition is satisfied, and superscript

indicates the set complement operator. By varying threshold
in (26), it is possible to compute several values of true and false
positives.

F. Comparison With Interuser Statistics

The assessment of the performance of our method (“400 train
img-F”) against the interuser variability follows the method-
ology proposed in [30] (revised in [31]), using the gold standard
LV annotation computed from the manual segmentations [30].
The measures used are the modified Williams index, the Percent
statistics, and the Bland–Altman [56] and scatter plots. These
comparisons are performed on the diseased sets , for
which we have two LV manual annotations per image produced
by two different cardiologists (see Section V-A). In these se-
quences, we have an average of 17 images annotated for each
sequence; thus, in total, we have 50 images annotated by two ex-
perts. In order to have a fair comparison, we train three separate
DBN classifiers using the following training sets: 1) ; 2)

; and 3) , where represents the set difference
operator. These three classifiers are necessary because, when
testing any image inside each one of these three sequences, we
cannot use any image of that same sequence in the training
process.

1) Modified Williams Index: Assume that we have set ,
where indexes the image and
indexes the manual annotations, where index denotes the
computer-generated contour (i.e., each one of the images has

manual annotations). Function measures the disagree-
ment between users and , which is defined as

(27)

where is an error measure between two annotations ,
, which can be any of the measures defined previously in

(20) –(25). The modified Williams index is defined as

(28)

A confidence interval (CI) is estimated using a jackknife
(leave-one-out) nonparametric sampling technique [30] as
follows:

(29)

where represents 95th percentile of the standard
normal distribution and

(30)

Fig. 8. (Left) Three contours drawn in an ultrasound image, where (square)
yellow and (triangle) cyan are the manual contours, and (circle) the red con-
tour represents the computer-generated segmentation. (Right) The convex hull
formed by the manual contours is shown, and the computer generated points are
shown in either (darker markers) red or (lighter markers) yellow, representing
the cases where the points lie outside or inside the convex hull, respectively.

with and being the Williams index
[see (28)] calculated by leaving image out of computation of

. A successful measurement for the Williams index is to
have the average and the CI [see (29)] close to one.

2) Percent Statistics: The second measure computes the
percentage of computer-generated segmentation points that lies
within the convex hull formed by the user annotation points (see
Fig. 8). The expected value for the percent statistics depends on
the number of manual curves. Following Alberola-Lopez et al.
[31], who revised this value from [30], the successful expected
value for the percent statistic should at least be ,
where is the number of manual curves. In our case,
(i.e., we have two manual annotations); thus, the expected value
for the percent statistic should be at least 33%, and the CI must
contain 33%.

3) Bland–Altman and Scatter Plots: We also present quan-
titative results using the Bland–Altman [56] and scatter plots
(from which it is possible to compute a linear regression, the
correlation coefficient, and the -value). To accomplish this we
have the gold standard LV volume [30], the cardiologists’ LV
volumes, and the computer-generated LV volume. To estimate
the LV volume from the 2-D contour annotation, we use the
area–length equation [57], [58] with , where
denotes the projected surface area, is the distance from upper
aortic valve point to apex, and is expressed in cubic pixels.

VI. EXPERIMENTAL RESULTS

Fig. 9 shows the error measures (20) –(25) in sequences
using box plot graphs labeled as described in

Section V-D, where we compare the segmentation results of
“COM” [24], [27] and “MMDA” [17] against those of {20, 50,
100, 400} train img-{F, G, N}. In order to measure the statis-
tical significance of the results of “400 train img-F” compared
with “COM” and “MMDA,” we use the t-test, where the null
hypothesis is that the difference between two responses has the
mean value of zero (we used the Welch t-test, which assumes
normal distributions with different variances). For all tests, a
value of was considered statistically significant. In
sequences , with respect to “MMDA” for
all measures. Comparing with “COM,” in for
measures HMD, HDF, MAD, and MSSD; in ,
for MAD and MSSD. Fig. 10 displays a qualitative comparison
of the results of 400 train img-F, MMDA, COM, and the expert
annotation. In terms of the running time, using a nonoptimized
MATLAB implementation, the full search takes around 20 s
to run, and gradient-descent and Newton’s method search
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Fig. 9. Box plot results for all error measures explained in Section V-C (the measures are denoted in the vertical axis of each graph). Using sequences �
(columns 1 and 3) and � (columns 2 and 4), we compare the segmentation of our method with varying training set sizes and search approaches (“{20, 50, 100,
400} train img-{F, G, N}”) with the segmentation produced by MMDA [17] and COM [24], [27].

Fig. 10. Qualitative comparison between the expert annotation (GT in blue with point markers) and the results of 400 train img-F (yellow with “x” markers),
MMDA (cyan with square markers), and COM (purple with “o” markers).

processes run in between 5 to 10 s on a laptop computer with
the following configuration: Intel Centrino Core Duo (32 bits)
at 2.5 GHz with 4 GB.

The ROC curve shown in Fig. 11 displays the true positive
versus false positive rates defined in (26) for the “400 train
img-F” running on sequences and . Note that the
maximum false positive rate is below 0.01 because the method
makes few mistakes in terms of the area of possible false
positives. On the other hand, the maximum true positive rate is
slightly below 1 since we do not achieve a perfect agreement
with the manual annotations.

In terms of interuser statistics, Table IV shows the av-
erage and the CIs of the Williams index defined in (28)

Fig. 11. ROC curve of 400 train img-F on sequences � and � . Notice
that the scale for the false positive rate is in [0, 0.01].
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Fig. 12. Scatter plots with linear regression and Bland–Altman bias plots.

TABLE IV
COMPARISON OF THE COMPUTER GENERATED CURVES TO THE USERS’ CURVES

WITH RESPECT TO ALL THE ERROR MEASURES FOR THREE SEQUENCES USING

THE AVERAGE AND 0.95% CI (IN PARENTHESIS) OF THE WILLIAMS INDEX

and (29) for all ultrasound sequences considered for the
comparison with interuser statistics. For the percentage sta-
tistics defined in Section V-F-2, we obtained an average of
35.2% and CI (2.6% and 67.8%) for the sequences consid-
ered. Finally, Fig. 12 shows the scatter and Bland–Altman
plots. In the scatter plot, notice that the correlation coeffi-
cient between the users varies between 0.79 and 0.96 with

-values (see graph “Interuser”), and for the
gold standard versus the computer, the correlation is in [0.78,
0.97] with -values (graph “Gold versus
Computer”). In the Bland–Altman plots, the “Interuser” plot
produced a bias that varies from to (in absolute
values) with CIs in , while the “Gold

versus Computer” plot shows biases in (in
absolute values) and CIs in .

VII. DISCUSSION

The main objective of this paper is to solve the following three
issues faced by supervised learning models designed for the au-
tomatic LV segmentation: 1) the need of a large set of training
images; 2) the robustness to imaging conditions not present in
the training data; and 3) the complex search process. According
to the results presented in Section VI, we can conclude that our
approach based on DBNs, a segmentation formulation that de-
couples the rigid and nonrigid classifiers, and a derivative-based
search scheme addresses these issues.

For instance, the comparison between our approach and
other state-of-the-art methods [17], [24], [27] on the data set of
normal cases shows that our approach trained with 400 images
and using the full-search scheme (i.e., the “400 train img-F”)
produces generally more precise results than “MMDA” and
“COM” in sequences for most error measures. It is
important to recall that “MMDA” and “COM” use temporal
consistency of the LV deformation, which constitutes a natural
constraint in cardiac imaging [12] that can help the optimization
function to segment the LV. Meanwhile, our method produces
the LV segmentation without such temporal constraint, which
means that these comparative results must be cautiously as-
sessed. The results in Fig. 9 also show that our method is
robust to a severe reduction of the training set size (notice that
a training set of 20 images still produces competitive results).
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Finally, the qualitative comparison in Fig. 10 shows that our
approach is more precise in the detection of the right border of
the LV than “MMDA,” which tends to overshoot this border
detection; also, the apical border detection (upper part of the
LV) produced by our method is consistently more accurate than
the result by “COM,” which tends to undershoot that border
detection. All three approaches seem to be equally precise in
the detection of the left border of the LV.

All implementations proposed in this paper enable significant
runtime complexity reductions. For instance, a naive search over
the 5 42 dimensions of the rigid and nonrigid spaces would
imply a runtime complexity of at least , where

is the complexity of a typical deep DBN classifier
(see Section V-B). The separation between rigid and nonrigid
classifier reduces this figure to , and the inde-
pendence assumption of the contour points further reduces this
complexity to . Finally, the coarse-to-fine search
used allows for a complexity in the order of , and the
derivative based search can reduce the complexity to
without showing any significant deterioration in terms of seg-
mentation accuracy. In practice, we believe that an efficient C++
implementation of our algorithm can reduce the running time
of the method to well under one second on a modern desktop
computer. Moreover, our derivative-based search process can
be easily combined with MSL [26] to improve even more the
search efficiency.

The ROC curve results in Fig. 11 shows that the proposed
approach “400 train img-F” achieves high true positive rates (

0.95) for low false positive rates ( 0.008). Another important
tradeoff that affects the performance of the method (which is not
shown in the ROC graph) is the number of samples and

drawn from Dist and Dist in Alg. 1, respectively,
where the larger number of samples tends to produce more pre-
cise LV segmentation but increases the search complexity.

Finally, the interuser statistics run on the data set of dis-
eased cases shows that the results produced by our approach
are within the variability of the manual annotations of two
cardiologists using several error metrics (six error measures)
and statistical evaluations (Williams index, percent statistics,
and Bland–Altman and scatter plots). In fact, the results of the
system were displayed to a cardiologist, who mentioned that
the automatic segmentation results are, in general, similar to
the manual segmentation, and in some cases, the cardiologist
showed preference for the automatic segmentation.

A. Limitations of the Method

The main limitations of the proposed approach can be sum-
marized as follows: Although a small training set can be used
to train the DBN classifiers, it is important to have a reason-
ably rich initial training set (for instance, it is better to have
20 annotated images collected from different sequences than to
have 20 images from the same sequence). Also, the lack of a
dynamical model in our approach makes the task of LV seg-
mentation harder since a new search has to be started for each
frame of the sequence (i.e., no constraint is applied in order to
reduce the search space in every new frame). Finally, looking at
Fig. 10, we can notice a slight tendency of our approach to mis-
detect the middle part of the left wall of the LV. This happens
because the training set contains very few images annotated

with that concaveness; thus, the PCA shape model described in
Section IV-B cannot represent it well. Therefore, another limi-
tation of our approach is its dependence on the training set an-
notations for the formation of the PCA shape model. This same
issue is observed in the relatively large bias for sequence
in the Bland–Altman plot in Fig. 12. In , the LV shape has
unique shape deformations not present in other sequences in the
training set used for this experiment, i.e., . As a result,
although the appearance and the borders are precisely detected,
the PCA shape model damages the final segmentation, reducing
the LV volume.

VIII. CONCLUSION AND FUTURE WORK

We have presented a new supervised learning approach for
the problem of automatic LV segmentation using ultrasound
data. In this paper, we have addressed the following issues that
plague supervised models: the need of a rich and large anno-
tated training set, and the complex search process. According
to the results, the use of DBNs and the decoupling of the rigid
and nonrigid classifiers showed robustness to large and rich
training sets (particularly when compared with other supervised
learning methods [24], [27]), and gradient descent and Newton’s
method search processes showed a reduction of up to tenfold
in the search complexity. Also, recall that the use of super-
vised learning models is justified by its increased robustness to
imaging conditions and LV shape variations (at least to the ex-
tent of the training set) when compared with level sets [11] and
deformable template [17], which is demonstrated in our com-
parative results against MMDA, which is a deformable template
approach. In our extensive quantitative evaluation, we have also
shown that our method is within interuser variability, which is
an important criteria for its use in a clinical setting. In the future,
we plan to address the issues mentioned in Section VII, with the
introduction of a dynamical model [20] to decrease the search
complexity and a semisupervised approach [59] to reduce the
dependence on a rich initial training set. We also plan to work
on a shape model that is less dependent on the training set, sim-
ilar to the DBN used for the appearance model. Moreover, we
plan to apply this approach to other anatomies and other med-
ical imaging techniques.
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