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Abstract
This thesis addresses the design of a rapid grasping mechanism for the automated cap-

ture of aerial and marine drones. The proposed solution involves an articulated robotic arm
equipped with a gripper mounted on a quadcopter. This quadcopter tracks the position of a
target drone by employing an extended Kalman filter to fuse measurements.

The design of the gripper mechanism entails the creation of a passively actuated gripper
triggered through contact with the target drone. Following an in-depth examination of the
gripper’s mechanical aspects, a final design is proposed, and a prototype is fabricated using
3D printing technology. Engineered to be activated by a customizable force, the gripper ef-
fectively captures drones of known shapes due to its adaptable finger design. The articulated
robotic arm facilitates a capture process that is free from the downwash effects generated by
the propellers of the shuttle drone.

The localization algorithm harnesses the power of an extended Kalman filter to integrate
measurements from various sources. These measurements are currently obtained via the
ArUco fiducial marker system for close-range tracking, depth measurements facilitated by a
stereo camera, and GPS positioning. Although the system has not yet been subjected to real
flight testing, the preliminary indoor results are promising. These findings highlight accurate
tracking capabilities and efficient capture potential.
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1 Introduction

1.1 Motivation

In recent years, Unmanned Aerial Vehicles (UAVs) have emerged as pivotal tools with the
potential to revolutionize various sectors, including logistics, agriculture, surveillance, and
more. The adaptability and flexibility of UAVs have given rise to an array of applications,
prompting the exploration of complex challenges that must be addressed to fully harness their
capabilities.

One of the significant challenges arises from the need to design specialized UAVs tailored to
specific tasks. For instance, there is a demand for fixed-wing drones with extended endurance
for tasks such as long-range reconnaissance or mapping missions. Simultaneously, the require-
ment for vertical take-off and landing (vtol) capabilities is vital to ensure accessibility and
maneuverability in diverse environments. Finding the right balance between endurance and
vtol capabilities is crucial to optimizing the efficiency of these vehicles.

Furthermore, the advent of UAVs has led to scenarios where these unmanned systems need
to interact with other vehicles or objects in dynamic and sometimes non-cooperative envi-
ronments. This has brought about the need for innovative security measures to counteract
potential threats. The challenge lies in developing solutions that enable the safe and effective
removal of drones or objects from restricted areas, even when these entities actively evade
capture. Tackling this challenge involves intricate coordination, advanced control strategies,
and efficient estimation techniques to ensure successful interaction between UAVs and their
surroundings.

As UAV technology continues to evolve, addressing these challenges becomes increasingly
paramount. By delving into the intricacies of designing specialized vehicles and devising
effective security measures, the potential of UAVs to shape various industries can be fully
realized. This motivation propels researchers and engineers to explore innovative solutions
that not only elevate the capabilities of UAVs but also contribute to the broader technological
landscape.

1.2 Objectives and Problem Definition

The capture project [1] encapsulates a set of overarching objectives and challenges aimed
at enhancing the effectiveness of shuttle drone operations. These objectives encompass a
range of intricate tasks and multifaceted scenarios, including:

• Optimal and Cooperative Trajectory Planning: The project aims to devise in-
novative methodologies for orchestrating trajectories that ensure optimal coordination
among a diverse ensemble of vehicles, catering to their unique characteristics and roles
within the operation.

1
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• Cooperative, Hybrid, and Distributed Control: To enable flawless rendezvous
maneuvers, the project focuses on formulating control strategies that seamlessly blend
cooperative, hybrid, and distributed approaches. These strategies are designed to navi-
gate intricate and dynamic aerial environments, ensuring successful interactions between
the shuttle drones and the vehicles they are launching or capturing.

• Cooperative and Distributed Estimation: The project addresses the challenge of
accurately estimating the motion of multiple entities in a cooperative and distributed
manner. Precise estimation of the positions and orientations of shuttle drones, other
vehicles, and the surrounding environment is pivotal for ensuring the reliability and
success of launch and capture operations.

• Non-Cooperative Strategies and Differential Games: In scenarios where coop-
eration may not be guaranteed, the project delves into non-cooperative strategies. This
entails the formulation of sophisticated estimation, control, and planning techniques
rooted in differential games theory. These strategies empower the shuttle drones to
effectively capture non-cooperative objects or drones that may actively resist capture
attempts.

The project distinguishes between two fundamental scenarios:

1. Cooperative Scenario: This scenario involves shuttle drones collaborating with ve-
hicles destined for launch or capture (Figure 1). Whether relaying crucial motion
information or synchronizing movements, the shuttle drones play a facilitative role in
ensuring successful maneuvers.

2. Non-Cooperative Scenario: In this scenario, the project tackles the launch and
capture of objects or drones that might not actively cooperate with the shuttle drones.
These objects or drones may exhibit passive or active resistance to capture attempts,
necessitating specialized strategies to overcome their non-cooperative behavior.

Figure 1: Basic diagrams for launch and capture maneuvers.

Problem Definition:

In the context of the capture project, the primary problems to be addressed include:

2
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• Localization of Target Drones (TD): Develop innovative solutions for accurately
localizing the target drones with respect to the shuttle drones, enabling precise posi-
tioning information crucial for successful launch and capture operations.

• Capture Mechanism Design: Create robust and effective mechanisms to capture
the target drones, ensuring a secure and stable grip during both cooperative and non-
cooperative capture scenarios.

To capture the TD, various mechanisms are being considered. Among these, two solutions
are particularly viable. The first one is a straightforward approach that employs a hook,
illustrated in Figure 2.

Figure 2: Hook mechanism to catch the TD.

The second option is more intricate and involves a gripper that can secure either the body
or the wings of the TD. To mitigate disturbances caused by the downwash from the SD’s
propellers, the gripper needs to be positioned away from the propellers, as shown in Figure
3.

Figure 3: Deported gripper to catch the TD.

3
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Requirements[guerreiro_capture_nodate]:

The selection of both the TD and SD, as well as the design of the catching mechanism, must
adhere to specific requirements12(Tables 1, 2, 3 and 4).

ReqID Description Performance
RTa1a Weigh less than 1kg MTOW ±100g

RTa1b Weigh less than 2kg MTOW ±200g

RTa2 Minimum cruise speed below 50km/h +5km/h

RTa3 Minimum endurance of 30 min ±10 min

RTa4 Exchange information with shuttle
drone (in cooperative maneuvres)

Minimum rate of 10 Mbps
and maximum delay of 20 ms

RTa5 Exchange information with ground
infrastructure

Minimum rate of 200 kbps
and maximum delay of 1s

Table 1: Target functional requirements and associated performance.

ReqID Description Performance

RSh1 Be able to launch and capture the
target drone 80% success rate

RSh2 Have sensors to measure local pose of
targets

1 cm STD1 in position and
3 deg STD in attitude

RSh3
Have on-board processing capability
for optimization and computer vision
tasks

CPU >50 GFLOPS,
GPU >1 TFLOPS2
RAM ≥ 8GB

RSh4 Exchange information with targets (in
cooperative maneuvers)

Minimum rate of 10 Mbps
and maximum delay of 20 ms

RSh5 Exchange information with ground
infrastructure

Minimum rate of 200 kbps
and maximum delay of 1 s

RSh6 Match the minimum forward speed of
target vehicle (related with RTa1) ±10%

RSh7 Minimum endurance of 15 min ±5min

RSh8 Avionics, mechanism, and target drone
must be below 90% of drone MTOW ±5%

Table 2: Shuttle drone functional requirements and associated performance
1Note that RTa1a and RTa1b represent two alternatives of the same requirement RTa1, for which different

vehicles and options will have to be considered.
2Note that MTOW means Maximum Take-Off Weight.
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ReqID Description Performance
RMe1 Weight less than 400g ±100g

RMe2 Reusable for a sequence of launch and capture
maneuvers more than 10 times ±2

RMe3 Residual energy spent while not in a
launch/capture maneuver

RMe4 Sustain impact from target drones
RMe5 The terminal part must be water resistant

Table 3: Capture/launch mechanism functional requirements and associated performance

ReqID Description
RSa1 Each drone must have a safety pilot ready to intervene
RSa2 Drones must have in place failsafe measures and procedures
RSa3 Operation should occur in places without external intervenients
RSa4 Pilots and 3rd party liability must be insured

Table 4: Safety requirements

5
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1.3 Proposed Solutions

This thesis will focus on designing and prototyping a lightweight and automated grasping
system intended for use by aerial drones during capture maneuvers involving small, lightweight
aerial drones or marine surface vessels. In an initial approach, assuming the target drones
will be cooperative, either by relaying their state or being equipped with known elements,
a sensor system equipped with a camera and possibly a distance sensor will assist both the
drones and their grasping mechanisms in determining the appropriate moment to initiate
grabbing or release actions.

The TD investigated in this thesis is the Multiplex BK EasyGlider 4 [2] (Figure 4), with its
specifications outlined in Table 5.

Model Total Weight [kg] Wingspan [m] Speed [km/h] Based Price []
Multiplex BK
EasyGlider 4 1.1 1.8 NA 225

Table 5: TD characteristics.

Regarding the SD, we will employ the quadcopter T-Motor M690B[3] (Figure 4) and assume
that it can achieve a matching cruise speed with the TD.

(a) Multiplex BK EasyGlider 4. (b) T-Motor M690B.

Figure 4: TD and SD used in this project.

While focusing on aerial vehicles as the TD, we will not overlook marine vehicles and aim to
develop a versatile and easily adaptable solution.

6
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We will also concentrate on the second catching method illustrated in Figure 3, leaving the
hook mechanism for other studies.

1.3.1 Catching Scenarios

In the context of capturing a target drone (TD) using a gripper mounted beneath a quad-
copter (shuttle drone or SD), an essential aspect is determining the optimal strategy for
grasping the TD effectively and securely. This choice of strategy involves various factors
such as the specific location to grasp the TD, whether it be the body or the wings, as well as
the positioning of the gripper in relation to the wings. Furthermore, considerations include
the use of a single gripper or multiple grippers, and the potential incorporation of differential
velocities between the TD and SD. Selecting the appropriate strategy is crucial for achieving
reliable and efficient automatic capture, minimizing potential risks, and ensuring the success
of the overall system. In this section, we delve into an in-depth exploration of the catching
scenarios to evaluate and determine the most suitable approach.

The primary distinction that can be made lies in the choice of the catching point on the
aircraft. Two potential solutions are under consideration: the wings or the body of the TD.
Grasping the wings of the TD appears to be the intuitive option, offering improved sta-
bility due to the symmetry and two catching points provided by the wings. Moreover, as
the center of mass (CoM) aligns with the wings along the longitudinal axis, capturing the
wings can maintain the plane in a horizontal position after the catch. However, this approach
requires two grippers, thereby increasing the overall mechanism’s mass. Additionally, the
non-cylindrical shape of the wings necessitates more complex grippers, such as tendon-driven
graspers, to securely wrap around them. This poses the challenge of target specificity, making
it difficult to adapt the gripper from one TD to another, especially in the case of marine TDs
that lack wings. Alternatively, capturing the aircraft by its body offers simplicity, lightweight
design, and adaptability to different TDs. Utilizing rigid fingers suitable for the cylindrical
body allows for a range of finger designs tailored to each TD. However, the primary draw-
back of grasping the body is the previously mentioned issue of the CoM placement at the
wings level, which can cause the plane to tilt forward if caught behind the wings or backward
if caught in front. This challenge can be addressed by employing contact points along the
longitudinal axis on the top of the TD. Lastly, grabbing the TD behind the wings ensures
enhanced stability, as the airflow will naturally push the wings against the gripper, facilitat-
ing a firmer grip.

The advantages and disadvantages associated with these two options are summarized in Table
6.

7
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Wings Body

Pros - More stable (2 catching points)
- CoM directly caught

- Light and simple
- Easily adaptable to different targets

Cons - Too target-specific
- Heavy and complex

- Potential stability issues due to the
CoM placement

Table 6: Advantages and disadvantages of the grabbing location on the TD.

The second distinction in the catching strategy involves the disparity in velocities between
the two drones. Assuming that the SD can match the speed of the TD, two scenarios arise.
In the first scenario, where one of the two drones flies faster than the other, the contact be-
tween them occurs horizontally. This approach ensures that the trigger force applied during
the catch does not significantly affect the behavior of the TD. However, it limits the attempt
to a single try, meaning that if the catch is missed, the maneuver must be restarted from
the beginning. In the second scenario, when both drones have the same speed, the contact is
made vertically. While a large trigger force can potentially disrupt the behavior of the TD
in this case, multiple attempts to catch the TD are possible. Furthermore, the contact area
is larger, reducing the need for high accuracy during the catch.

Based on the considerations discussed, the chosen strategy entails capturing the target
drone by its body, behind the wings, utilizing contact points to maintain a horizontal ori-
entation, and applying a vertical force to activate the gripper. This approach is preferred
due to its simplicity, adaptability, enhanced stability, and the opportunity for multiple catch
attempts, making it a suitable choice for the successful capture of the target drone.

1.4 Thesis Outlines

This thesis will be organized as follows: Chapter 2 briefly examines related research to
provide insights into existing solutions. Chapter 3 presents the mechanical design of the
gripper, the robotic arm, and the electronics, offering both theoretical considerations and
results analysis. In Chapter 4, localization algorithms and the filtering method used to
merge measurements will be discussed, including both theoretical aspects and performance
evaluations. Lastly, Chapter 5 concludes the thesis by assessing the fulfillment of requirements
and briefly addressing limitations and potential future work.
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2 Related Work
Before delving into the intricacies of this thesis, it is imperative to thoroughly examine the

pre-existing solutions that have been developed to address our study problem. For the sake
of clarity, this related work section will be divided into two parts. First, we will scrutinize the
existing grippers, followed by an analysis of the target localization solutions that are already
in existence.

2.1 Grippers

In the realm of drone capture mechanisms, various solutions have been explored, including
those utilizing hooks [4] or nets [5]. However, the primary focus of this study centers on the
design and implementation of a gripper, as detailed in the introduction. Grippers employed
in aerial domains predominantly adopt a passive actuation approach due to payload weight
constraints. Active closure of the gripper would necessitate heavy motors for swift gripping,
which is not ideal for lightweight aerial vehicles.

Within the domain of gripper mechanisms, a distinction can be drawn based on the method
of triggering. The first category comprises grippers that utilize passive components, often
involving springs, loaded and held in position by an end-stop. Mechanical contact displaces
the end-stop, releasing the spring and causing the gripper’s fingers to close rapidly. The speed
of closure is influenced by the pressure exerted by the compressed spring, affecting both the
closing speed and the force required to trigger the mechanism.

Examples of this design approach can be observed in Stewart et al. [6], where a gripper
mounted beneath an RC plane emulates the behavior of a bird of prey. The gripper trig-
gers upon contact, boasting lightweight construction and quick operation, suitable for smaller
targets weighing around 30 grams. Another illustration is presented by Chen et al. [chen],
featuring a gripper activated by contact and actuated using loaded tendons and springs. This
design pathway naturally leads to the consideration of the second gripper category, which em-
ploys an active release system.

A notable instance of this second category is the gripper developed by McLaren et al. [7].
Employing tendon-driven mechanics, the gripper’s fingers are mounted on torsion springs,
and tension is created via tendons winding around a motor axis. A distinctive aspect is the
integration of a dog collar system to engage or disengage the motor from the axis of rotation.
This approach enables increased spring preloading, optimizing the trigger mechanism by re-
lying on sensors rather than contact or friction. While enhancing closing time, this system
introduces complexity and additional weight due to the need for an extra actuator to release
the mechanism.

The aerial domain has also witnessed the development of other grippers, designed for perching
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[8][9] and object capture [10], showcasing the diverse range of gripper applications.

2.2 Target Localization

Moving on to the realm of target localization, it’s noteworthy that most techniques for
target detection rely heavily on computer vision. In the aerial domain, the more advanced
approaches focus on detecting and grasping objects with unknown shapes. This holds true
for the study by Thomas et al.[11] where a monocular camera is employed to identify objects
suitable for grasping or perching, and also for the work of Li et al.[12] who devised a network
to determine optimal ways of grabbing an object.

In the context of this study, our advantage lies in the fact that we possess knowledge about
the shape of the Target Drone. Since we are approaching this cooperatively, we can incorpo-
rate recognition patterns onto the target drone to aid in its detection.

This leads us to the utilization of fiducial markers known as ArUco markers. These mark-
ers are widely used for pose estimation due to their precision in both orientation and position.
They were employed during Francisco Azevedo’s master’s thesis[azevedo_francisco_nodate]
at the ISR laboratory[13], as part of the REPLACE project[14], to detect the position of a
package. Combining multiple markers in a board configuration offers reliable pose estimation
from various angles, enabling the grasping and transportation of the package by a drone.
However, this technique is most suitable for close-range detection.

For detecting objects like our Target Drone from a more substantial distance, we can explore
the paper by Kharchenko et al.[15] Here, the popular algorithms YOLO v3 and tiny YOLO
v3 are assessed for their ability to detect planes on the ground from satellite images. YOLO
(You Only Look Once) is an object detection algorithm capable of identifying and locating
multiple objects within images or video frames. Designed for real-time object detection in
embedded systems, its application could be extended to our scenario since the planes on
the ground share a similar shape to our target drone. However, it’s important to note that
training this algorithm requires a substantial amount of labeled data, a resource we currently
lack. Additional computer vision techniques are employed to track objects such as balloons,
as demonstrated in the work by Garcia et al.[16]

One fundamental principle we can ascertain is the necessity for multiple sources of measure-
ment. To fuse these various measurements, solutions like the Kalman filter are employed. In
the study by Stovner et al.[17], a novel attitude estimator called the multiplicative exogenous
Kalman filter was introduced. This estimator marries the stability properties of a nonlin-
ear observer with the near-optimal steady-state performance of the linearized Kalman filter,
making it a valuable tool for estimation in nonlinear systems.
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3 Mechatronic Design
In this chapter, we delve into the mechatronic design of the capturing mechanism, which

comprises the gripper itself and its integration with the SD through a robotic actuated arm.
By examining the intricate details of this design, we aim to highlight the key components
and considerations that contribute to the overall functionality and efficiency of the capturing
system.

3.1 Methods

In this section, we delve into the methods employed to develop our mechatronic design,
a crucial component of our project. We discuss the iterative process of designing various
elements, such as the gripper, the robotic arm, and the associated electronics. Our focus lies
in achieving robustness, reliability, and efficiency in these components.

3.1.1 Gripper

In line with the specified requirements, the gripper needs to adhere to certain criteria. It
should be lightweight, considering that the mass of the mechanism is limited by the maximum
take-off weight (MTOW) of the SD. Compactness is crucial for efficient integration and
maneuverability. Furthermore, the gripper should offer easy triggering, fast closure, and
convenient reloading/reopening (without necessarily requiring fast reopening). Additionally,
it must possess a holding force that is substantial enough to securely retain the plane, ensuring
stable transportation. These defined requirements shape the mechanical design considerations
of the gripper, enabling it to meet the objectives of the capturing system effectively.

In determining the closing mechanism for the gripper, two options present themselves: pas-
sive force utilizing a spring, or active force employing a motor. Typically, using a passive
spring results in faster closure compared to using a motor. However, when using a motor, the
force applied to hold the TD can be actively adjusted, while for a passive actuation, it relies
on the characteristics of the spring. Additionally, the motor can serve the dual purpose of
reloading the mechanism, whereas an independent system is required in the case of a spring.
A notable advantage of passive closure is its lack of dependency on sensors or electronics to
trigger the closing action, as it occurs instantaneously upon contact. Considering these pros
and cons and drawing inspiration from the current state-of-the-art, we opt to utilize a spring
for closing the gripper. Furthermore, a compression spring proves more suitable than an ex-
tension spring, as it allows for greater compactness while delivering comparable performance.

To facilitate a structured discussion, the remaining part of this subsection will be divided
into three sections: gripper operation, loading mechanism, and component sizing.

• Gripper operation

The underlying concept for the gripper design draws inspiration from the paper "How to
Swoop and Grasp Like a Bird With a Passive Claw for High-Speed Grasping"[6]. In this
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approach, a spring is preloaded and held in place by a specific component ( blue part
in Figure 5). When triggered by an external force, this component releases the spring,
which then applies pressure to close the claws via a set of interconnected arms. This
design leverages the mechanical properties of the spring and the coordinated movement
of the arms to achieve a swift and efficient gripping action. To ensure a consistent
pressure on the TD once the gripper is closed, the spring remains compressed at the
end of the gripping movement.

Figure 5: Open and closed states of the gripper.

To address the delicate nature of the blue part responsible for holding and releasing
the spring, a design solution has been developed to ensure both ease of release and
a secure open state. Initially, a pivot-mounted part triggered by a vertical movement
was considered, but this configuration posed challenges. With this setup, the spring
would only be held at a small portion of its perimeter, making it overly sensitive and
susceptible to triggering, especially in the presence of vibrations. To overcome this
limitation, an alternative design has been devised:
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Figure 6: Trigger mechanism consisting of two interlocking conical parts.

In Figure 6, the centerpiece of the mechanism features a cylinder with a conical head,
incorporating slots that enable retraction when subjected to pressure from another con-
ical part, specifically the bottom component. The trigger force is generated by the
collision of the mechanism’s trigger rod with the body of the TD. This configuration
ensures that the spring remains compressed along its entire perimeter, enhancing its
resistance to vibrations. Additionally, the hollow nature of the centerpiece facilitates
the seamless integration of the reloading system. By modifying parameters such as the
cone angle, number and size of the slots, or the material composition, the friction and
consequently the release force can be adjusted. However, it is important to note that
these parameters cannot be modified once the mechanism is assembled. Thus, there is
a need for a manual and easily adjustable method to fine-tune the required trigger force.

The most straightforward parameter to adjust is the friction. It’s important to note
that the friction force is proportional to the normal force which is proportional to the
spring force :

Ffriction = µsFN ∝ Fspring (1)

To enhance the friction force, we can elevate the spring force, resulting in a higher force
needed to activate the mechanism. One approach to achieve this is by compressing the
spring further, which can be accomplished by incorporating screws at the top of the
mechanism as illustrated in Figure 7. A drawback of this method is the necessity to
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adjust multiple screws in unison to fine-tune the triggering force. Nonetheless, due to
its straightforward nature, we opted to retain this solution.

Figure 7: Screws added to tune the trigger sensitivity.

• Loading mechanism

When developing the reloading system, the primary objective is to ensure ease of de-
ployment and high efficiency without compromising the closing time of the mechanism.
Several potential solutions have been evaluated, with one particularly suitable option
being to position the motor on the drone itself. This arrangement minimizes inertia
and improves overall system dynamics. However, this configuration presents a challenge
regarding the cable or system operated by the motor for recharging the mechanism. It
necessitates a complex geometry (see Figure 8) to enable the spring to be recharged
effectively, regardless of the angle of the robotic arm. Crucially, the loading force must
always remain parallel to the axis of the spring to guarantee proper reloading.
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Figure 8: Deported loading system with complex geometry.

As previously mentioned, the primary challenge lies in decoupling the loading system
from the closing mechanism to prevent any adverse effects on its speed. Existing litera-
ture highlights various approaches to address this issue, including the implementation of
a dog collar mechanism, as discussed in the paper "A Passive Closing, Tendon Driven,
Adaptive Robot Hand for Ultra-Fast, Aerial Grasping and Perching"[7]. However, this
particular solution introduces additional complexity by necessitating an additional actu-
ator to engage or disengage the coupling. In light of this, a simpler and more streamlined
approach is deemed more suitable for our application. To strike a balance between the
reloading system’s complexity and overall performance, a compromise has been reached.
The decision has been made to integrate a lightweight motor directly into the gripper
mechanism. While this choice slightly increases the associated inertia, it significantly
reduces the overall complexity of the system. By incorporating the motor within the
mechanism, the reloading process becomes more streamlined and straightforward. This
compromise ensures a practical and efficient solution while minimizing the impact on
the overall performance of the gripper mechanism.
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Figure 9: Open and closed states of the gripper with the loading system.

A clever design inspired by a wine corkscrew (bottle opener) has been developed for
the gripper mechanism. The two fingers of the gripper are mounted on pinions and
connected to a rack (pink part in Figure 9). When the fingers rotate, either to close
or open, the rack moves in a vertical direction. This system exhibits reversibility,
meaning that if the rack is moved up or down, the fingers will close or open accordingly.
Leveraging this concept, a linear pusher (yellow part in Figure 9) can be incorporated
inside the central cylindrical part of the device. This pusher is responsible for driving
the rack downward, enabling the reloading of the mechanism. A notable advantage of
this design is that once the device is loaded, the actuator can be retracted, effectively
decoupling it from the rest of the mechanism during the closing operation. This feature
enhances the overall functionality and efficiency of the gripper system.

• Sizing

We are currently seeking to determine the appropriate sizing for both the spring and
the motor. To aid in this process, we have a sketch available for reference (Figure
10). It should be noted that the problem exhibits symmetry, so for simplicity, we have
depicted only one finger.
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Figure 10: Sketch of the loading system.

By examining the system dynamics, we can establish a relationship between the force
exerted by the spring and the necessary force from the motor. Specifically, we can
calculate the torque at point A. For successful loading of the gripper, the sum of the
torques must be negative, indicating that the torque generated by the motor surpasses
the torque exerted by the spring. This condition ensures sufficient force to effectively
reload the gripper mechanism, such as :

ΣMA = −r2 × Fmotor + d× cos(θ)× Fspring < 0 (2)

This leads to the following result :

Fmotor > Fspring × cos(θ)
d

r2
(3)

The maximum force required occurs when θ = 0:

Fmotor,max > Fspring
d

r2
(4)

The force required to secure the plane hinges on the configuration of the gripper’s finger
(Figure 11).
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Figure 11: Sketch of the force applied on a finger.

We can sum up the moments at point A:

ΣMa = dspring × Fspring − dplane × Fplane (5)

If the contact points align vertically with the pivots (dplane = 0), the plane’s weight
will not cause the claws to open. Additionally, ensuring effective adhesion between the
gripper and the plane is crucial to maintain its position. These two aspects will be
established through empirical testing, involving various finger shapes and materials.

In order to have control over the gripper’s opening, it is essential to establish a relation-
ship between the stroke of the motor and the corresponding angle of the fingers. The
distance, denoted as d, required to achieve a rotation from an initial angle of θi = 0◦ to
a final angle of θf can be calculated as follows:

d =
∆x

tan(θf )
(6)

After considering various geometric constraints and searching for suitable spring com-
ponents, we have identified a component[18] in (Table 7) that meets our requirements.
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Dext (mm) Dint (mm) L0 (mm) Lmin (mm) Fmax (N) k (N/mm)
Spring 37.08 31.4 76.2 41.07 97.19 2.77

Table 7: Spring characteristics.

The selected spring has an operating range between 15mm and 5mm, providing a stroke
of ∆x = 10mm and a maximum force of Fmax = 15 × 2.77 = 41.55N . For an opening
of θf = 60◦, we can use Equation (6) to obtain d = 5.77mm. Using Equation (4),
and fixing r2 = 16.5mm, we then have:

Fmotor,max > Fspring
d

r2
= 41.55× 5.77

16.5

= 14.53N

(7)

Considering the potential presence of frictions and non-rigid parts in the system, it is
prudent to choose a larger motor to account for these factors. This approach will provide
an additional margin of safety and performance, enhancing the overall functionality of
the system.
We can also compute the stroke of the motor ∆xmotor which is:

∆xmotor = r1 × θf (8)

By fixing r1 = 10mm, we obtain a stroke of:

∆xmotor = 10.47mm (9)

After considering factors such as price and ensuring an adequate force output, we have
identified a suitable linear actuator for our needs (Table 8). The chosen linear actuator
(FIT0804[19]) possesses the necessary characteristics to fulfill the requirements of our
gripper mechanism effectively.

Voltage (V) Force (N) Stroke (mm) Speed (mm/s) Mass (g)
Motor 6 128 30 7 38

Table 8: Linear motor characteristics.

To provide feedback on the opening of the gripper since the motor lacks a linear encoder,
we have incorporated a potentiometer onto the axis of rotation of one of the pinions.
To meet the waterproof requirement, the potentiometer can be relocated to the top of
the mechanism using parallel beams (Figure 12), as commonly seen in model making.
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Figure 12: Parallel beams to deport the potentiometer and ensure waterproofing.

To ensure the structural integrity of the components under the high forces exerted by
the motor, we conducted stress analysis on the parts with the highest constraints, i.e.,
the loading mechanism parts. This analysis aimed to determine the suitable material
choice for optimal strength and durability. Ideally, the most cost-effective and time-
efficient approach would be to 3D-print all parts. The material widely available for
printing in our lab is mainly PLA. Although our simulation software lacks PLA in its
material library, we can opt for ABS, which has properties quite similar to PLA. During
the tests, we considered the worst-case scenario, where the motor applies its maximum
force (128N) while the loading mechanism is already at the end of its stroke. The teeth
of the mechanism remain fixed, and the force is applied on top of them. Additionally, the
test was conducted using aluminum material. The results of the analysis are displayed
in Figure 13.
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(a) Safety factor. (b) Von Mises stress.

Figure 13: Stress analysis for the loading mechanism in ABS.

The safety factor is determined by dividing the material’s yield strength by the Von
Mises stress, which is a scalar value representing the combined tension and compression
stresses at a particular point in the material, used in solid mechanics.

SF =
σyield
σVM

(10)

In our software, the yield stress for ABS is set at 20MPa, resulting in a minimum safety
factor of 2.6. When simulating with aluminum, the safety factor was found to be greater
than 15 in all regions.
Despite the promising results, it is crucial to consider that the stress resistance of our
3D-printed parts in reality depends on the layer orientation, a factor not accounted for
in the simulation, necessitating real-life testing for accurate assessment.
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3.1.2 Robotic Arm

To successfully catch the TD, it is essential for the SD to be as close as possible. However,
the challenge lies in the downwash effect caused by the propellers, which can disrupt the
behavior of both drones. To address this issue, the gripper must be positioned at a certain
distance from the propellers, but the exact distance is not well-known. According to the
"CFD simulation and experimental verification of the spatial and temporal distributions of
the downwash airflow of a quad-rotor agricultural UAV in hover"[20] paper, the airflow speed
is proportional to the propeller diameter. In their case, with a rotor diameter of 0.6m, the
airflow speed is approximately 2m/s at a distance of 1-1.5m from the drone (as seen in figure
5c). Closer to the propellers, at around 0.5m, the speed decreases, but fixing the mechanism
at this distance would still mean encountering more disturbance approaching this zone. Since
there is limited information available on the ideal distance, we need to conduct tests with
different distances. For the calculations in this section, we will consider a distance of two
times the diameter of the propeller, as it is sometimes accepted as a reasonable value.

To address this challenge, a solution is to design a robotic arm that positions the mechanism
and the catch at a safe distance from the propellers. In this subsection, we will explore
different robotic arm configurations. The key requirements that these arms must fulfill are
as follows:

• The mechanism should maintain a minimum distance of at least 2 times the propellers’
diameter when in the catching position, ensuring adequate clearance to prevent any
interference between the mechanism and the propellers.

• The robotic arm should facilitate a safe landing of the SD, allowing for a controlled
and stable descent to the ground.

To aid in the design process, a helpful sketch (Figure 14) depicting the various relevant
dimensions can be utilized as a reference.
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Figure 14: Sketches of the SD.

Name Definition Numerical value
dprop - 457.2 mm
lT 2× dprop 914.4 mm

hdrone - 100 mm
lfeet - 200 mm
larm lT -hdrone 814.4 mm
θfolded arcsin(

lfeet
larm

) 14.2 ◦

Table 9: Relevant dimensions of the SD.

The initial fundamental concept involves positioning a motor at point A to generate a torque
for rotating the arm. We will assume that all the mass of the mechanism, arm, and TD
is concentrated at the end of the arm, as depicted in Figure 14. By performing a quick
summation of moments at point A and fixing mtotal = 1.2 + 0.4 = 1.6kg, the following
equation is derived:

Tmotor > Fmechanism × cos(θfolded)× larm

> mtotal × g × cos(θfolded)× larm

> 12.4Nm

(11)

The calculated torque value is unfeasibly high, making it impractical to find a motor capable
of generating such torque without being excessively heavy. To address this issue, a different
approach is needed. Instead of attempting to land the SD with the TD already gripped,
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an alternative solution is to drop the TD in close proximity to the ground, reposition the
SD, and then proceed with the landing. By adopting this revised strategy, the motor only
needs to handle the mass of the mechanism itself, significantly reducing the load it needs to
manage. Based on Equation (11), the required torque for this scenario is determined to be
3.1 Nm. However, this torque is still too high to fit the mass requirement. Consequently, it
is crucial to explore and develop alternative solutions to ensure compliance with the desired
criteria.

• Scissor Lift

In the initial design approach, a scissor lift mechanism is employed to facilitate vertical
movement of the mechanism. By adjusting the lengths of the small and long rods, a
mechanical advantage can be achieved, resulting in a reduction of the force necessary
to move the arm. Additionally, three distinct methods (Figure 15) of actuating the
arm were thoroughly investigated and analyzed to identify the most suitable approach
for the desired functionality.

(a) Vertical Force in A. (b) Horizontal force in C. (c) Torque in A.

Figure 15: Three ways of actuating the Scissor lift.

a) Vertical force

Using Thales’ theorem, we can establish the relationship between the vertical move-
ment of point A and point F. As the triangle ABA’ and ADF’ are rectangle, the
ratio between the lengths is:

l1
l2

=
||A′A||
||AF ′||

(12)
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This leads to:

||A′A|| = xA

xF = xA + 2||AF ′||

⇒ ||AF ′|| = xF − xA
2

(13)

Using Equation (13) inside Equation (12), we obtain:

xF = xA

(
1 +

2× l2
l1

)
(14)

We can say that xF = xmechanism and xA = xmotor,a:

xmechanism = xmotor,a

(
1 +

2× l2
l1

)
(15)

At equilibrium, the force at point A should counterbalance the applied load. We
can calculate the relationship between the virtual work as follows:

∂xmechanism × Fmechanism = ∂xmotor,a × Fmotor,a

⇒ Fmotor,a = Fmechanism
∂xmechanism

∂xmotor,a

(16)

From Equation (15), we obtain:

∂xmechanism

∂xmotor,a
=

(
1 +

2× l2
l1

)
⇒ Fmotor,a = Fmechanism

(
1 +

2× l2
l1

) (17)

b) Horizontal force

The x coordinate of the motor is:

xmotor,a =

√
l21 − (

ymotor,b

2
)2

⇒ xmechanism =

√
l21 − (

ymotor,b

2
)2
(
1 +

2× l2
l1

) (18)

As before, the horizontal force should compensate the vertical load.
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∂xmechanism × Fmechanism = ∂ymotor,b × Fmotor,b

⇒ Fmotor,b = Fmechanism
∂xmechanism

∂ymotor,b

(19)

∂xmechanism

∂ymotor,b
=

ymotor,b

4
√
l21 − (

ymotor,b

2 )2

(
1 +

2× l2
l1

)

⇒ Fmotor,a =
ymotor,b

4
√
l21 − (

ymotor,b

2 )2

(
1 +

2× l2
l1

) (20)

c) Torque

The x coordinate of the motor is:

∂xmechanism = l1 × cos

(
θA
2

)
+ 2× l2 × cos

(
θA
2

)
= cos

(
θA
2

)
(l1 + 2× l2)

(21)

The torque required can be found using the virtual work again:

∂xmechanism × Fmechanism = ∂θA × Tmotor

⇒ Tmotor = Fmechanism
∂xmechanism

∂θA

(22)

With :

∂xmechanism

∂θA
= −1

2
sin

(
θA
2

)
(l1 + 2× l2) (23)

This leads to the following equation:

⇒ Tmotor = −1

2
Fmechanism × sin

(
θA
2

)
(l1 + 2× l2) (24)

If we select identical dimensions for all three types of configurations, the resulting
outcomes are shown in Table 10.

Vertical force Horizontal force Torque
Force/Torque (N or Nm) 33 N 30.4 N 1.5 Nm

Stroke (mm or ◦) 47.6 mm 115 mm 88◦

Table 10: Summary of the performances of scissor lift designs.

26



Master’s Thesis - Project capture

Upon analyzing the results, it becomes evident that the horizontal force solution
necessitates a prohibitively large stroke, rendering it unfeasible for practical imple-
mentation. On the other hand, the vertical force solution appears to be reasonable
in terms of performance requirements. However, a significant drawback arises from
the fact that point A undergoes both vertical and horizontal movements. This ne-
cessitates mounting the linear actuator on a rail, leading to a substantial increase
in the complexity of the mechanism. Moreover, the scissor lift mechanism itself
presents challenges. Point C must also be mounted on a rail, introducing multiple
pivots in the arm that amplify both friction and vulnerability. In earlier equations,
friction was neglected, but in reality, it cannot be disregarded as it significantly
impacts the system’s behavior. The presence of rails and multiple pivots further
amplifies this friction, leading to a reduction in the mechanism’s efficiency. Addi-
tionally, this configuration may suffer from instability. Consequently, the decision
has been made to explore alternative solutions for the robotic arm, focusing on
mitigating these complexities and addressing the stability concerns.

• Linear Puller

Another solution involves retaining the original concept of a single rod for the arm but
implementing an actuation mechanism using a linear motor with a lever, instead of a
rotating motor. This approach provides the flexibility to adjust the motor’s performance
by varying the distances at which the force is applied and where the motor is attached.
By manipulating these distances, we can effectively tune the system to meet the desired
performance requirements. Figure 16 provides a visual representation of how this
system operates.
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Figure 16: Sketch of the robotic arm using a linear actuator.

We want to find the force Fmotor required to lift the arm to a desired angle θA,f . We
can start by a simple sum of torque at point A:

ΣMA = (l3 + l4)× Fmechanism × cos(θA)− l3 × Fmotor × sin(θB) < 0

⇒ Fmotor >
l3 + l4
l3

Fmechanism
cos(θA)

sin(θB)

(25)

We can express the angle θB using the scalar product between vectors
−−→
BA and

−−→
BM :

θB = arccos

( −−→
BM ·

−−→
BA

||
−−→
BM ||||

−−→
BA||

)
(26)

Considering the origin of our coordinates at point A, we obtain:
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−−→
BM =

(
d2 + l3 × cos(θA)
d1 + l3 × sin(θA)

)
−−→
BA =

(
l3 × cos(θA)
l3 × sin(θA)

) (27)

The final angle can also be computed:

θA,f = arcsin

(
lfeet −max(d1, 0)

l3 + l4

)
(28)

To determine the optimal set of parameters that minimizes the output force, an op-
timization process was employed. Initially, we manually selected certain parameters to
obtain an approximate order of magnitude for the force. Subsequently, a motor capa-
ble of generating this force was chosen, and the optimization procedure was conducted
while considering the geometrical constraints imposed by the motor, such as stroke
length and dimensions.
Considering that the initially determined force was found to be less than 100N, we se-
lected the same type of motor as the loading system but with a stroke length of 50mm.
The stroke is computed as follows:

stroke = ||
−−→
MBi|| − ||

−−→
MBf ||

= ||
−−→
MBθA=90◦ || − ||

−−→
MBθA=θA,f

||
(29)

The objective function used in the optimization process is as follows:

f(x) =
l3 + l4
l3

Fmechanism
cos(θA)

sin(θB)
=

l3 + l4
l3

mmechanism × g
cos(θA)

sin(θB)
(30)

The constraints of the system are as follows (the values are in meters):

1. l3 + l4 +max(d1, 0) = lT − hdrone

2. θB = arccos

(
−−→
BM ·

−→
BA

||
−−→
BM ||||

−→
BA||

)
3. θA = θA,f

4. stroke ≤ 0.05 (motor)

5. ||
−−→
MBθA=θA,f

|| = 0.1045 (motor)

6. 0 < d1 < 0.1045 (motor)

7. −0.15 < d2 < −l3

8. 0.02 < l3 < 0.2

This optimization, performed with thee minimize function from the Scipy.optimization
python library, leads to the results in Table 11.
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d1 d2 l3 Max Force Max Stroke
0.0973 -0.0492 0.0492 56.1 N 50 mm

Table 11: Optimization results of the linear pusher robotic arm.

The torque and stroke of the motor are as in Table 17.

Figure 17: Variation of Motor Force and Stroke Along the Rotation of the Arm.

• Toggle Joint

While the previous solution appears feasible in theory, we have decided to explore
a third option to provide additional alternatives. This latest proposal involves the
implementation of a toggle joint mechanism to reduce the torque required for arm
lifting. Figure 18 illustrates a sketch of the design, showcasing the configuration of
this concept.
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Figure 18: Sketches of the toggle joint design
in resting (left) and folded (right) position.

To establish the relationship between the angle of the robotic arm, θA, and the motor
angle, θM , we can utilize the laws of cosines in the quadrilateral ABCD. By applying
the laws of cosines to this quadrilateral, we can derive the desired relationship.

d′2 = l21 + l22 − 2l1l2 cos(θM )

= l23 + d2 − 2l3d cos(θ
′
A)

(31)

This leads to the following equation:

θ′A = arccos

(
− l21 + l22 − l23 − d2 − 2l1l2 cos(θM )

2dl3

)
(32)

Finally, the arm angle is:
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θA = θ′A + atan

(
d2
d1

)
(33)

The next step involves determining the torque required to lift the arm to a final angle,
denoted as θf . By analyzing the mechanical forces and dynamics involved in the system,
we can calculate the torque necessary to achieve this desired angle. Similar to previous
calculations, we can employ the concept of virtual work to analyze the contribution of
both the motor and the weight of the mechanism in determining the required torque.

Tmechanism × ∂θA = Tmotor × ∂θM

⇒ Tmotor = Tmechanism
∂θA
∂θM

= (l3 + l4)× cos(θA)× Fmechanism
∂θA
∂θM

(34)

Due to the nonlinearity and complexity of the problem, running an optimization algo-
rithm to find the optimal set of parameters becomes challenging. To address this issue,
a grid search approach can be employed to compute the maximum torque obtained
using different parameter combinations. The grid search method used to explore the
parameter space takes into account several constraints.

– The first constraint is the requirement for a "knee" joint when the arm is in a
vertical position. This ensures the stability and proper alignment of the arm in
this specific configuration (Constraint 1).

– The second constraint involves the system’s ability to reach the final angle, θf . It
is crucial to ensure that the mechanism can achieve the desired angular position
accurately and reliably (Constraint 2).

– The third constraint relates to the vector DC, which should not extend beyond
the horizontal at the end of the arm’s movement. This constraint guarantees that
the arm remains within a safe range of motion (Constraint 3).

Based on the grid search analysis, the results from Table 12 have been obtained:

d1 d2 l1 l2 l3 l4 Max Torque Max Stroke
0.198 0.013 0.027 0.176 0.050 0.750 1.68 Nm 199◦

Table 12: Grid search results of the toggle joint robotic arm.

In this option, the addition of a damping system to absorb the impact with the TD
can be easily incorporated. This system is designed to mitigate vertical shocks, which
can be compensated for by both drones. Although we assumed similar velocities, the
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presence of a horizontal impact is still possible in real-world scenarios. To address this,
two separate damping systems can be mounted on the arm. Figure 19 illustrates the
configuration, with the first damping system absorbing shocks from right to left. In
this case, the toggle joint will move upwards but will be halted by the damping system.
The second damping system will handle shocks from left to right, exerting a force
directly on the vertical arm. This setup ensures that the arm remains vertical during
the capture maneuver while effectively absorbing horizontal shocks in both directions.
Both damping systems are not fixed to the arms but simply in contact with them.

Figure 19: Sketch of the damping systems.

Given the requirement for high torque rather than high speed, selecting a motor with
a substantial gear ratio is essential. Additionally, it is important to ensure a certain
level of irreversibility in the motor, allowing the arm to remain in a resting position
without the need for continuous power supply. However, if the motor is not reversible
enough, the damping system will not be useful as the system will have no flexibility.
The motor needs also to have torque big enough to compress the right damping system
at the beginning of the arm movement as it is rotating first on the right before moving
to the left.
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3.1.3 Electronics

• Hardware

Within our mechanism, we manage two linear DC-motors, one for reloading the
mechanism and the other for positioning the robotic arm. To control these DC motors
effectively, we employ a motor driver. Our chosen motor driver is the L298N module,
renowned for its capability to regulate both the speed and direction of two DC motors,
making it an ideal choice for our application. The selected motor driver is a dual H-
Bridge module, which facilitates the simultaneous control of two motors with voltage
ranges between 5 and 35V, handling a peak current of 2A. Given that our motors
operate at 6V and are expected to consume approximately 1A based on the datasheet,
this motor driver is an ideal match. To control the direction of motor A, inputs 1
and 2 are utilized, while inputs 3 and 4 control motor B by managing the state of
the H-Bridge switches. To modulate the motors’ speed, ENABLE A and ENABLE
B pins can be connected to a PWM signal, but as we prioritize position control over
speed, we will not employ them. Instead, we will set jumpers on these pins to enable
maximum speed. Based on the datasheet, the L298N module experiences a 2V voltage
drop. Consequently, to effectively power the module, we need to provide it with an 8V
voltage source.

(a) L298N Module. (b) PTN78000W Module.

Figure 20: Electronic modules used in our project.

Furthermore, in addition to the motor driver module, we have two potentiometers that
serve as analog inputs to measure the position of the gripper and the arm. The control
and processing of all these inputs and outputs are managed by an Arduino Nano board.
The Arduino Nano can be powered by a voltage between 5V and 12V, enabling us
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to utilize the same input voltage as the one used for the motor driver. To achieve
a constant voltage source, we have a dedicated 12V power supply available on board.
However, using a simple voltage divider with resistors won’t suffice as the output voltage
would be influenced by the current drawn by the load. To address this, we opted for
a step-down switching regulator (PTN78000W), which ensures a stable and constant
voltage output regardless of the load. The circuit diagram is shown in Figure 21.

Figure 21: Ciircuit of the PTN78000W module.

The values of the input and output capacitors, as well as the resistor, are selected
based on the recommendations and specifications provided in the datasheet of the
PTN78000W step-down switching regulator[noauthor_ptn78000w_nodate]:

– Input ceramic capacitor

CI = 2.2µF (35)

– Output electrolytic capacitor

CO = 100µF (36)

– Setting resistor

RSET = 54.9kΩ× 1.25V

VO − Vmin
−RP (37)

where Vmin = 2.5V and RP = 6.49kΩ. This leads to RSET = 5.99kΩ. Due to
availability reasons, we have opted for a 5.49kΩ resistor, which results in an output
voltage of approximately 8.23V .

The complete circuit, including the step-down switching regulator (PTN78000W) and
all other components, is displayed in Figure 22.
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.9crop

Figure 22: Circuit schematics.

• Software

With the electronics hardware now in place, our focus shifts to controlling the two
motors. The SD’s on-board computer operates with ROS1, making communication
with the Arduino Nano through ROS1 topics the most straightforward approach. For
this purpose, there exists an existing package called "rosserial," which facilitates this
communication. "Rosserial" functions as a protocol, encapsulating standard ROS seri-
alized messages and multiplexing various topics and services over a character device,
like a serial port.

The remaining ROS code is relatively simple. It involves publishing commands on
a designated topic (/arduino_cmd) and subscribing to another topic (/arduino_con-
firm). This confirmation topic returns a signal once the required command has been
successfully executed. To manage this process, we developed a node named arduino_-
motor_cmd_node. However, this node can potentially be replaced by a higher-level
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node as this program integrates with the drone’s overall program. To facilitate the
launch of both the arduino_motor_cmd_node and the rosserial_node, a launch file is
provided.

The Arduino implementation is straightforward, involving a simple program. This
program establishes a subscriber and a publisher to handle incoming commands and
transmit confirmations. Upon receiving a command, the program triggers one of FOUR
functions: deploy_arm_fct, fold_arm_fct, load_mech_fct, or state_mech_fct contin-
gent on the nature of the command. The confirmation process guarantees that we avoid
executing multiple commands concurrently.

a) Deploy Arm

To deploy the robotic arm, the motor needs to move forward until the arm is
completely vertical. Since the motor lacks an encoder, a potentiometer is utilized
to determine the arm’s angle. The potentiometer’s value, ranging from 0 to 1023,
is then converted into an angle due to the linear relationship between them. Once
the angle value reaches 80◦, the motor continues to apply force to the arm for an
additional second before coming to a halt. We have selected 80◦ as the threshold
value to mitigate potential errors. This decision acknowledges the conversion’s
imperfections; hence, even if the arm is fully vertical, the potentiometer might
read a value of 89◦. Once the motor ceases operation, a confirmation is generated
and published on the corresponding topic.

b) Fold Arm

The same procedure is followed to retract the arm, but in this case, the motor
is driven in reverse. The threshold value now relies on the arm’s final angle, de-
noted as θA,f . To account for potential variations, a tolerance value is introduced:
θthreshold = θA,f + 5◦. Similarly, upon completion of the movement, the program
emits a confirmation message.

c) Load Mechanism

To load the mechanism, the procedure remains the same, but a different poten-
tiometer is utilized as an input. In this scenario, the objective is to confirm that
the mechanism has been properly loaded. To achieve this, the threshold angle is
set to −10◦. Since the mechanism should be loaded at θmech = 0◦, this config-
uration ensures the trigger is properly engaged. Once this is accomplished, the
pusher is retracted for a defined duration. Given the absence of an encoder, this
period needs to be extended to account for the possibility of missing some steps
in the DC motor. Following this, the program checks whether the gripper is open,
as there’s a possibility that the trigger mechanism might not block the system in
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the open state. If it remains open, the same function is repeated. If it’s closed, a
confirmation is sent to the SD.

d) Check Mechanism State

This function serves to detect if the TD is caught. At regular intervals during the
catching phase, the on-board computer can query the Arduino about the gripper’s
state. If the potentiometer angle is less than 5 degrees, the gripper is considered
open. If the angle falls between two specific values (45 and 55 degrees in our
tests), the plane is considered caught. However, if the angle is different, it usually
indicates that the gripper is closed without having successfully grabbed the TD.
In such cases, the reloading mechanism function can be invoked.
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3.2 Results and Analysis

In this section, we will now assess the actual performances of our mechatronic design to
determine if they align with our specified requirements. We will examine the outcomes related
to the gripper and the robotic arm.

3.2.1 Gripper

Multiple iterations of prototyping were necessary to determine the appropriate specifica-
tions for our gripper to fulfill the requirements. The design discussed in Section 3.1.1 was
constructed using 3D-printed components to ensure consistency. The ultimate prototype
design is depicted in Figure 23.

Figure 23: Prototype of the gripper.

Determining the force necessary to activate the mechanism is a critical aspect. As outlined in
Section 3.1.1, the initial parameters for adjusting this sensitivity encompass the selection of
materials and the cone angle of the central part. To retain production simplicity, we opted to
continue using 3D-printed PLA components, refining them through light sanding to reduce
friction. These materials and a 60-degree cone angle yielded promptly satisfactory outcomes.
Building upon this foundation, we devised the trigger sensitivity adjustment system discussed
in the same section. By collectively tightening or loosening four screws, we can fine-tune the
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requisite trigger force.

To evaluate this system’s efficacy, we gauged the force via a basic scale. It’s important to
note that this scale was rudimentary and not sufficiently precise to wholly rely on the results.

0 mm 8 mm
Mass [g] Force [N] Mass [g] Force [N]

Mean 110.7 1.1 216.5 2.1
std 40.9 0.40 23.3 0.23

Table 13: Force required to trigger the gripper.

Table 13 presents the mass required on the scale to initiate the mechanism’s closure, along
with the corresponding equivalent force. It’s evident that when the screws are fully loosened
(0 mm), the trigger force exhibits a substantial standard deviation, reflecting considerable
variation in the outcomes. While some of this variability could stem from the scale’s limited
precision, the stark differentiation between the loose (0 mm) and tight (8 mm) configurations
is evident, offering a substantial range for fine-tuning the trigger sensitivity. While further
tightening of the screws is feasible, there’s a caveat: we cannot guarantee the motor’s capacity
to consistently reload the mechanism under such conditions.

This observation prompts us to assess the reloading efficiency of our mechanism. The process
outlined in Section 3.1.3 yields a 100% success rate in achieving reloading. The section
of the mechanism subjected to the most stress during reloading (refer to Figure 13) also
demonstrates resilience, confirming the suitability of PLA as a suitable material for this ap-
plication. The reloading procedure takes approximately 15 seconds to complete the gripper’s
opening.

As noted in the requirements, it’s important for the end tip of the entire mechanism to be
water-resistant. We previously discussed the option of relocating the potentiometer, either
to the top of the mechanism or entirely on board the SD. Due to time constraints, we are
currently retaining the potentiometer in its current position directly on the axis of rotation.
Additionally, the motor we selected (FIT0803) has an Ingress Protection (IP) rating of IP54,
which ensures it’s safeguarded against dust and water to a certain extent.

Regarding the closing time, determining it is more complex. We attempted to use the po-
tentiometer and Arduino to measure it, but the results were nonsensical (often showing null
closing time). Nevertheless, by amalgamating this measurement with a visual assessment
using a camera, we were able to conclude that the closing time is less than 200 ms.
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To maintain the TD in position after catching it, the gripper’s fingers play a crucial role. As
discussed earlier, selecting the appropriate shape and material is essential. Various types of
fingers were tested. The angle of the finger’s shape (Figure 24) is a critical parameter to
consider, ensuring it fits well with the aircraft body’s contour.

Figure 24: Gripper finger.

Since the final angle of the gripper is 60 degrees, having a small or zero θfinger would result
in inadequate grip on the TD’s body. On the other hand, having an excessively large θfinger
could lead to a reduced space between the fingers when the mechanism is open, demanding
higher accuracy to catch the plane. This challenge could be addressed by adjusting the mech-
anism’s internal dimensions to achieve a larger angular stroke. Due to time constraints, we
opted to retain the 60-degree closure angle.

Through a trade-off and selecting a finger angle of θfinger = 30◦, along with adding a 2cm
foam thickness, the gripper appears to perform well. The width between the two sides of
the fingers when the gripper is open measures 20cm. Once the body of the TD is positioned
between the two sets of fingers, the TD becomes trapped, and triggering the gripper becomes
straightforward. A rubber part can also be added at the tip of the trigger to absorb eventual
shocks and increase the contact area (Figure 25).
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Figure 25: Rubber part on the trigger to absorb shocks.

The foam thickness depicted in Figure 23 enhances the pressure exerted on the TD’s body,
thereby increasing friction. Consequently, the TD is held more securely, mitigating the risk
of it slipping or falling off.

The significant advantage of these fingers is their easy adaptability, making it straightforward
to replace them with different ones for other TDs.

The gripper’s performance can be summarized in the table Table 14.

Total mass [g] 306
Force to trigger [N] [1.1; 2.1]

Closing time [s] <0.3
Reloading Success Rate 100 %

Reloading time [s] 15

Table 14: Gripper’s performances

3.2.2 Robotic Arm

In Section 3.1.2, we presented various designs for the robotic arms and evaluated their
performance. The scissor lift option was quickly eliminated due to its complexity in construc-
tion. The selection between the linear puller and toggle joint solutions will be influenced by
the motor options available in the market. Let’s briefly outline the performance requirements
for each motor in both scenarios (Table 15).

Linear puller Toggle joint
Force/Torque 56.1 N 1.68 Nm

Stroke 50 mm 199 ◦

Table 15: Robotic arm motor requirements.
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For the linear puller solution, an available motor with a 50mm stroke and a force generation
capability of 128N was identified [21]. This motor’s specifications seem to be adequate for
our requirements. As for the toggle joint solution, an angular motor with a high torque was
needed, prioritizing torque over rotational speed. Some servo motors with high gearbox ratios
were found to be suitable due to their ability to hold positions without continuous power.
However, a challenge arose as these motors provided static torque values in their datasheets,
which might not align with their dynamic torque in practical application. In response, we
procured two different motors: one with a static torque of 2.45 Nm [22] and another larger
one with a static torque of 7.85 Nm. Both motors have a 270-degree stroke.

(a) Linear pusher with 128N
force.

(b) Servo motor with 2.45Nm
torque.

(c) Servo motor with 7.85Nm
torque.

Figure 26: Motors considered to actuate the robotic arm.

To determine the optimal solution, we conducted testing with these motors. For the linear
actuator, we fashioned a basic test setup where weights were hung at its end, attempting to
move it across its entire stroke. The actuator demonstrated the ability to withstand forces
exceeding 90 N, although we couldn’t ascertain its exact limit due to the lack of additional
weight. For the servo motors, we mounted them onto a horizontal plate, attached weights
at the end, and attempted to achieve a 90-degree movement. In these tests, torque was cal-
culated as the product of the force exerted by the weights and the distance from the center
of rotation. The outcomes for the servo motors were less promising. The 2.45 Nm servo
produced a dynamic torque of only 0.5-0.6 Nm, while the 7.85 Nm servo reached 1.5-1.7 Nm.

After comparing these results, the decision was made to proceed with the linear puller so-
lution. This choice was based on the motor’s greater safety margin, along with its lighter
weight in comparison to the larger servo (220g vs 40g).

In Section 3.1.2, we conducted an analysis to identify the optimal parameters for enhancing
motor performance. During these calculations, we determined the optimal arm angle using
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Equation (28). However, we overlooked the dimensions of the gripper fingers in our initial
considerations. To ensure an appropriate safety margin, we revised the final arm angle to be
set at 0 degrees, resulting in a fully horizontal arm when folded. The updated dimensions are
in Table 16

d1 d2 l3 l4 Max Force Max Stroke
0.1045 -0.0437 0.0437 0.67 64.1 N 50 mm

Table 16: New geometric parameters of the linear puller robotic arm.

The arm’s design is depicted as in Figure 27. We opted for a quadrilateral configuration
with four rods to enhance robustness. The rods are made of carbon fiber to minimize the
arm’s weight and have a 5mm diameter. Additionally, we incorporated a contact point at the
arm’s end to prevent the TD from tilting forward, as elaborated in Section 3.1.2.

Figure 27: Design of the linear puller solution for the robotic arm.

The prototype was constructed and can be seen in Figure 28. The initial challenge we en-
countered was the arm’s flexibility. Despite introducing cross sections between the rods, the
system remained quite flexible. While this flexibility could potentially serve as an advantage
by absorbing the impact during TD catching, it could also introduce accuracy issues during
the catching phase. The airflow could cause the arm to bend, leading to a misalignment of the
trigger tip from the expected position. If we observe this behavior during trials, addressing
this concern might involve developing a way to locate the trigger tip, either through computer
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vision or by integrating a sensor like an IMU within the mechanism.

If the arm’s flexibility proves problematic during flights, increasing the diameter of the carbon
rods might be necessary to enhance rigidity. However, this adjustment would also lead to an
increase in the arm’s weight, which currently stands at 280g without electronics.

Figure 28: Robotic arm prototype.

Another potential challenge we could encounter is the sensitivity of the TD to wind condi-
tions. Given its large wingspan and the combined weight of the SD and TD, maneuvering
could prove difficult. The airflow might lead to unpredictable TD behavior, potentially caus-
ing damage to the robotic arm. To mitigate this risk, several solutions can be explored.

Firstly, as previously mentioned, increasing the diameter of the rods could result in a stur-
dier arm. Additionally, assessing whether the downwash perturbations from the SD are as
significant as anticipated could offer insights. If not, shortening the arm’s length could be
considered. Lastly, the TD could be actively controlled even after being caught. This ap-
proach would involve the TD maintaining a consistent attitude, thereby working in tandem
with the SD to facilitate a smoother landing process.

To fix the arm to the SD, we can adopt a similar design that’s already present on the drone.
The current design, depicted on the left side of Figure 29, comprises a carbon plate secured
to the base of the SD using four aluminum components. However, it’s necessary to adjust the
dimensions of the carbon plate and the aluminum parts. Although we couldn’t machine these
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components due to time constraints, we temporarily 3D printed them. The 2D schematic of
the aluminum parts is available in the appendix, and the CAD file for cutting the carbon
plate will be provided in a separate GitHub repository. We conducted a stress analysis to
assess whether these parts could withstand the weight of the plane, and the safety factor
was consistently above 15 in all areas. Larger 3D printed parts were employed, which also
demonstrated the capability to withstand this force.

Figure 29: Parts to fix the robotic arm to the SD.

3.2.3 Electronics

The electronics results were swiftly assessed by soldering all components onto a universal
PCB and measuring the output voltage of the step-down switching regulator. As anticipated,
the output was accurately measured at 8.23V for an input voltage of 12V. During operation,
each of the motors consumes less than 1 Amp. The total weight of the board is 89g.
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Figure 30: Electronic circuit.

Concerning the software aspect, all components are functioning according to the plan. The
ROS1-ROS2 bridge effectively translates topics between different ROS versions, enabling
motor control. Both the reloading algorithm and the arm folding/deploying algorithm are
operational. The average time for arm deployment is 7 seconds, while the average time for
arm folding is 9 seconds. Since the motors have a substantial gearbox ratio, they are non-
reversible and only consume energy during movement, ensuring minimal power consumption
for maintaining a desired position.

3.2.4 Target Drone Catching Performance

The ultimate outcome of our mechatronic design, which encompasses the gripper, the
robotic arm fixed to the SD, and the integrated electronics, can be visualized in Figure 31.
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Figure 31: Full design of our mechanism.

Due to a scheduling conflict, actual flight tests couldn’t be conducted during the duration of
this thesis. These tests were unfeasible in the final month of the study due to the mecha-
nism, robotic arm, and electronics not being ready in advance. Consequently, to assess the
system’s performance, we had to resort to manually catching the TD (Figure 32). In this
process, the catching system is positioned beneath the SD and manually maneuvered near the
TD. The TD itself is positioned slightly above the ground to facilitate the catching procedure.

Figure 32: Screenshot of a manual capture of the TD.

The objective of this test was to carry out the complete process, beginning with the SD tak-
ing off and deploying its arm. It then involved localizing the TD and activating the gripper.
Subsequently, the SD would transport and release the TD near the ground by opening the
gripper. Finally, it would retract its arm and initiate the landing. These tests were conducted
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multiple times and consistently yielded successful results.

In the future, the following tests should be conducted:

• TD placed on tripods at a height of 1.5 meters above the ground, while the SD is
controlled to attempt capture.

• TD positioned on tripods at a height of 1.5 meters above the ground, while the SD is
autonomously controlled to attempt capture.

• TD in autonomous flight, while the SD is autonomously controlled to attempt capture.
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4 Target Localization
To catch the TD, the SD must accurately locate it and position the tip of the mechanism

directly above it. This section discusses the various methods employed to localize the target
drone.

4.1 Methods

Each technique comes with its advantages and disadvantages, which depend on factors like
the distance between the SD and the TD, as well as their relative velocities.

To aid us in this endeavor, we have access to several sensors. The primary one is an Intel®
RealSenseTM Depth camera, which can be either the d435i or the d455 model. These cameras
employ RGB imaging and stereo techniques to gauge depth. They are also fitted with their
own IMUs. Their performance characteristics are outlined in Table 17.

D435i D455
Use Environment Indoor & Outdoor Indoor & Outdoor
Depth FOV (HxV) 87◦ × 58◦ 87◦ × 58◦

Depth Resolution Up to 1280x720 Up to 1280x720
Depth Frame Rate Up to 90 fps Up to 90 fps
Depth Accuracy <2% at 2m <2% at 4m
Minimum Depth Distance
at Max Resolution ∼28 cm ∼52 cm

Ideal Range .3 to 3 m .6 to 6 m
RGB Sensor Technology Rolling Shutter Global Shutter
RGB Resolution &
Frame Rate 1920× 1080 at 30 fps 1280× 800 at 30 fps

RGB FOV (HxV) 69◦ × 42◦ 90◦ × 65◦

Table 17: Intel® RealSenseTM Depth cameras performances

As illustrated in Table 17, the D455 camera exhibits superior performance compared to
the D435i. It boasts a larger Field of View (FOV), a greater operational range, and en-
hanced accuracy. While its resolution is slightly smaller, it remains sufficient for our intended
application. Another notable advantage of the D455 is its RGB Sensor Technology. The
use of a Global Shutter means that all pixels capture light simultaneously, as opposed to a
Rolling Shutter where they capture light row by row (or column by column). This Global
Shutter configuration is particularly advantageous for fast-moving objects, such as in our case.

To secure the camera onto the drone, we created an adapter featuring various mounting holes,
allowing for adjustments to the camera angle. Given that the TD drone aligns with the roll
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axis of the SD, we positioned the camera vertically to leverage its broader Field of View
(FOV) along the horizontal axis (Figure 33).

Figure 33: Assembly to attach the camera to the drone.

As previously mentioned, we will now delve into various methods for localizing the TD.

4.1.1 GPS

The first method we consider for long-range localization involves utilizing GPS technology.
This approach is handled by a separate division within the team, and while we won’t go
into the specifics of its development here, it’s important to acknowledge its existence. This
method capitalizes on the Global Positioning System to determine the precise position of the
TD in relation to the SD. In our case, the GPS-based method offers a precision of around 2.5
meters and 0.3 degrees[noauthor_drone_nodate]. However, since we aim to measure the
relative position and orientation between the two drones, the accuracy is effectively doubled.
It serves as an effective means of locating the TD when it’s positioned outside the FOV of the
SD, especially during long-range interactions. However, one of the drawbacks of this method
is that its accuracy diminishes considerably when the TD comes within close proximity to the
SD. As such, relying solely on GPS for catching the TD isn’t feasible due to its limitations
in accuracy at short distances.
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4.1.2 ArUco Markers

For situations requiring closer range localization, an alternative technique comes into play.
Leveraging the work of a former student at the DSOR Lab, Fransisco Azevedo[azevedo_francisco_nodate],
who contributed to the REPLACE project[14], offers valuable insights. Within this project,
a package’s position is determined using a combination of ArUco markers and a camera.

ArUco markers are a type of fiducial marker used in computer vision applications for pose
estimation. These square markers are printed with a pattern of black and white squares that
form a unique code. A camera captures an image containing these markers, and the code
is decoded to determine the marker’s identity and orientation in 3D space. ArUco markers
are widely used for tasks like camera calibration, object tracking, and robotics. The distinct
patterns and ease of detection make them an efficient tool for providing accurate position
and orientation information. As the theory of ArUco markers has already been explained in
Fransisco’s master’s thesis, we will not go more into detail about it here.

a) ArUco tracking

We opted to utilize ROS2 for detecting the TD using ArUco markers, even though the
majority of the programs on board rely on ROS1. This decision was based on the avail-
ability of multiple existing packages in ROS2, specifically for the Intel® RealSenseTM

camera and ArUco tracking. To establish communication between ROS1 and ROS2, a
ROS2 package called ros1-bridge was utilized. This package facilitates the conversion
of ROS1 topics to ROS2 and vice versa. It offers the flexibility to convert either all
topics or only those specified in the ros1_bridge.yaml configuration file.
The ArUco tracking program’s architecture can be summarized with the following ROS
graph (Figure 34), where ellipses represent nodes, rectangles symbolize topics, and
arrows represent message flow.
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Figure 34: ROS graph of the ArUco detection programs architecture.

The script can be launched via the realsense_aruco_detection.launch.py file, which
initiates three interrelated nodes.

• The /realsense_camera_node acquires the image from the onboard Intel RealSense
Depth Camera and publishes both the image and the camera parameters (intrinsic
and distortion) on two topics: /color/image_raw and /color/camera_info. This
node’s code is provided by Intel on GitHub[23].

• The /aruco_tracker node subscribes to the aforementioned topics and performs
the detection of ArUco markers visible in the image. Originally authored by Baej
Sowa[24] and modified by Marcelo Jacinto[25], a PhD student at IST, and myself,
this node offers versatility as it can detect ArUco markers and boards for various
projects. It loads board descriptions from a file (board_descriptions.yaml) and
proceeds to detect these boards in the frame. A board is defined by parameters
such as the number of markers on the x-axis, the number of markers on the y-axis,
the ID of the first marker, the size of the markers, and the separation between them
(Figure 35). Additionally, the node provides the option to plot the axis of the
ArUco at the center of the board or with an offset in the x, y, and/or z directions
(with the origin of the board at the top left corner of the first marker). In our
project, we have configured the offsets of each board to ensure that the detected
point coincides with the center of the TD. By aligning each board’s detection at
the center of the TD, the fusion of this data becomes more straightforward and
allows for easier integration and analysis of the information.
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Figure 35: Example of ArUco board with 3 markers in the x direction and 1 in the y, starting
with the ID 13.

Once the positions of all detected markers and boards are determined, they are
published on the /aruco_detections topic using the ArucoDetection message. This
customized message gathers the pose (position and orientation) of all detected
markers and boards along with their respective IDs/names.

• The /aruco_fusing_node subscribes to the /aruco_detections topic and performs
the fusion of the detected board’s poses to obtain the estimated position of the
TD. The fusion process utilizes an Extended Kalman Filter (EKF) to refine the
attitude of the TD. More detailed information on the EKF implementation will be
provided later. Once the EKF has predicted the state of the TD, it is published
on the /EKF_target_state topic. Additionally, the node publishes the image with
the axes of the TD overlaid on the /EKF_aruco_image topic.

b) ArUco boards

In our project, we plan to implement multiple ArUco boards on the TD to enhance
detection reliability. Having multiple boards will enable us to detect the target even if
some markers are not visible within the frame. This approach provides robustness and
improves the overall accuracy of the TD detection process.
To explore different detection configurations, we will experiment with various board
sizes and numbers of markers for each board. This testing process will help us identify
the most optimal setup that ensures consistent and accurate TD tracking under various
conditions and scenarios.
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Figure 36: Example of ArUco boards disposal on the target drone.

On Figure 36, each green rectangle represents a board, which can be composed of
either a single ArUco marker or multiple ArUco markers arranged in a grid pattern.

Aruco markers provide an effective way of object tracking using a camera. Their precision
is contingent on the camera’s capabilities, which will be ascertained subsequently. It is certain
that accuracy is influenced by object velocities and distances. The velocity concern can be
mitigated by the D455 camera due to its Global Shutter technology, which enhances frame
quality for fast-moving objects. Nevertheless, an alternative method for detecting the TD
within mid-range needs to be identified.
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4.1.3 Depth Detection

a) Depth Clustering

To detect the TD under circumstances where ArUco markers are poorly detected
and GPS accuracy falls short, one potential approach is to utilize the depth measure-
ment feature provided by the Intel® RealSenseTM Depth Camera. The depth measure-
ment produces an image with pixel values ranging from 0 (indicating no detection in
that pixel) to the maximum detectable distance (approximately 6m, as specified in the
datasheet). To determine the 3D position from a depth measurement, we must account
for the misalignment between the depth image and the color image, as they use different
reference frames. This alignment is achieved by synchronizing the depth image with the
color image, and fortunately, the ros2 node responsible for launching the RealSenseTM

camera already publishes the aligned depth image on a topic. The next step involves
converting a depth measurement within a specific pixel into a corresponding 3D point.
To achieve this, we must perform a process called "deprojection," which involves con-
verting a pixel’s coordinates (u, v) into its corresponding 3D position. The projection
from 3D to 2D is straightforward and involves transforming 3D coordinates (X, Y, Z)
into 2D pixel coordinates (u, v) using a camera matrix and distortion coefficients.

uv
1

 = K · (R|T ) ·

xy
z



=

fx 0 cx
0 fy cy
0 0 1

 ·

r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3

 ·


x
y
z
1


(38)

where K in the intrinsic parameters matrix, and (R|T ) is the extrinsic parameters
matrix.On the other side, deprojection requires the inverse of this transformation, which
is a more complex task and involves solving the equations that map 2D pixel coordinates
back to their original 3D positions in the real world. Fortunately, the RealSense library
already provides this transformation, so we don’t need to concern ourselves with it.
Now that we have the ability to convert depth measurements to 3D positions, we can
use this information to detect the target object.
By examining the depth camera’s field of view, we can devise a method to determine
the pose of the TD.
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Figure 37: Sketch of the Field of View (FoV) of the depth camera.

Since the TD is expected to fly well above the ground, the camera’s field of view
should primarily capture three distinct elements: the mechanism (shown in yellow in
Figure 37), the TD (in blue), and the ground (in green). These elements will be
significantly separated from each other, resulting in a depth pixel density that resembles
the representation in Figure 38
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Figure 38: Depth pixel density graphic.

Our objective is to separate the blue point cloud, which represents the TD, from the rest
of the scene. To achieve this, we can employ a technique called clustering, which falls
under the category of unsupervised machine learning. Clustering involves grouping data
points together based on their similarities. In this context, the main similarity appears
to be the depth of each point. Various clustering algorithms exist, and for our purposes,
we will concentrate on two of them: Gaussian Mixture Model (GMM) and K-means.
Table 18 presents a summary of these two concepts.
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K-Means GMM

Ideas Unsupervised ML, separate data
into K clusters based on similarity

Unsupervised ML, probabilistic model,
represents data as a mixture of
Gaussian distribution

Pros

- Simple and computationally
efficient

- Flexible and adapted to complex
distribution

- Easy to understand and interpret
the results

- Does not assume equal variance or
spherical clusters
- Provides probabilities of belonging
instead of pure labels

Cons

- Requires a specified number
of clusters K

- Requires a specified number of
clusters K

- Sensitive to the initial
placement of cluster centroids

- Computationally more expensive
that K-means

- Assume that clusters are
spherical and have equal variance

- Requires estimating the parameters
of the Gaussian distributions
(mean and std)
- May converge to local optima

Table 18: K-Means and GMM pros and cons.

To enhance method diversification and gain deeper insights into the scenario, we can
explore various datasets using our algorithms. Initially, we can work solely with the
depth points. With a frame size of 640× 480 pixels, we have 307,200 data points with
one feature: depth. However, we recognize that points belonging to the same cluster
are spatially close as they constitute the same object. To incorporate this knowledge,
we can augment the dataset by adding the row and column of the pixel as additional
features.

Since our dataset encompasses diverse features, ensuring equitable significance among
these features is crucial. Normalizing the data guarantees that no particular feature
carries undue influence over the others. In instances where a specific feature, such as
depth, exhibits a superior clustering representation during algorithm optimization, we
retain the flexibility to manually enhance its weight. We need to clean our dataset
to some extent. As mentioned earlier, a depth pixel with a value of 0 indicates that
nothing has been detected at that location. However, this could be due to the object
being either too far or too close to the camera. Since we cannot determine the exact
reason, we should exclude such data points. Additionally, there are instances when the
camera detects points that are excessively far from the camera (values > 30000). These
outliers should also be removed.

It’s important to remember that clustering algorithms can be computationally demand-
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ing and might not be suitable for on-board processing. Therefore, we must explore
alternative mid-range localization techniques.

b) Background Removal

The challenge with the clustering approach we just discussed lies in cluster separation.
The objective of this section is to explore a manual method for achieving separation
without relying on resource-intensive algorithms.

Eliminating the first cluster located at distance d1 on Figure 38 is straightforward.
As d1 remains constant over time, being attached to the mechanism fixed to the drone,
we can exclude all depths below d1. Removing the background is more complex due to
the changing altitude of both drones, causing d2 and d3 to vary. However, there exists
a simple approach to distinguish these clusters. With access to both drones’ altitudes,
we can discard depths exceeding a predefined distance. Calculating this distance can
be achieved using various methods (Table 19).

Descriptions Expressions Numerical values
(zsd = 5m, ztd = 3m)

Mean distance between the TD
and the floor. d = zsd − 0.5× ztd d = 5− 0.5× 3 = 3.5m

Altitude of the SD minus a safety
margin. d = zsd − dmargin d = 5− 1 = 4m

Percentage of the SD altitude. d = w × zsd d = 0.95× 5 = 4.5m

Table 19: zx is the altitude of drone x and dx is the distance from the SD to object x.

The effectiveness of each discarding method will be evaluated subsequently.

After isolating the data points around d2, we can calculate their 3D point cloud. To
determine the centroid of this resulting point cloud, we can straightforwardly calculate
the average of these 3D coordinates.

In both of these algorithms, only the TD’s position is measured, not its orientation.
While other algorithms could ascertain the aircraft’s orientation using the point cloud’s
principal components (representing wing and body axes), such methods would introduce
complexity and latency. Furthermore, considering that the TD will likely approach the
SD with a reasonably accurate orientation, and that ArUco markers can determine
orientation at close range, the choice was made to exclusively measure position using
depth.
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4.1.4 Extended Kalman Filter

With multiple measurement sources available, our goal is to combine them to estimate the
state of the TD. To achieve this, we employ an Extended Kalman Filter (EKF). The EKF is
a recursive estimation algorithm that uses a set of equations to estimate the true state of a
dynamic system. It’s particularly useful when dealing with nonlinear systems and uncertain
measurements.

To accurately track the position and orientation of the TD, we will represent the orientation
using quaternions. The use of quaternions allows for an efficient and compact representation
of three-dimensional rotations, avoiding the problems associated with other representations
like Euler angles. However, representing the dynamics of the TD using quaternions results
in a non-linear system. To handle this non-linearity and improve the estimation accuracy, we
will employ an Extended Kalman Filter (EKF). The EKF is a variant of the Kalman Filter
that can handle non-linear systems by linearizing the system dynamics around the current
estimate. The equation of the process dynamics is:

xk+1 = f(xk, uk)

yk = h(xk)
(39)

where f is a nonlinear function of the state (xk) and input (uk), for which we need to look at
the continuous-time dynamics. yk represents the measurement model and h is a function that
maps the state variable xk to the expected measurement values. The measurement model is
expressed as:

h(xk) = Hkxk (40)

To facilitate clear comprehension, it’s important to establish various reference frames:

• Inertial Frame(I): This can be visualized as a local tangent plane to the planet’s
surface.

• Shuttle Body Frame (SD): This frame indicates the shuttle’s position and orientation
concerning the inertial frame, denoted as [pTk,shuttle; q

T
k,shuttle].

• Target Body Frame (TD): Similarly, this frame denotes the target’s position and
orientation relative to the inertial frame, expressed as [pTk,target; q

T
k,target]

• D455 Camera Frame (C): This refers to the frame from which the ArUco pose
measurements and depth measurements originate. These measurements need to be
preconverted into the SD body frame by utilizing the corresponding translation vector
and rotation matrix between the two frames: tC,SD;RC,SD

The state vector, denoted as xk = [pTk ; v
T
k ; q

T
k ]

T , comprises three components: p, representing
the relative position between vehicles expressed at the shuttle in R3; v, representing the
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linear relative velocity expressed at the shuttle in R3; and q, a unit quaternion describing the
relative orientation between vehicles expressed at the shuttle in R4. For the sake of simplicity,
we adopt a model with constant velocities. For the linear dynamics, we then have:

ṗ = v

v̇ = 0
(41)

Considering the rotational dynamics, we can make the following assumption:

q̇ =
1

2
Ω(ωk)q (42)

where ωm represents the measured angular velocity of the shuttle. To simplify the assumption,
we consider the angular velocity of the target to be zero, making ωm an input (uk) for the
EKF calculation. The function Ωm(ωm) is skew-symmetric matrix defined[17] using:

Ω(ωk) =


0 −ωk,x −ωk,y −ωk,z

ωk,x 0 ωk,z −ωk,y

ωk,y −ωk,z 0 ωk,x

ωk,z ωk,y −ωk,x 0

 (43)

Discretizing the linear part is a straightforward process:

pk+1 = pk + dtṗ = pk + dtv

vk+1 = vk + dtv̇ = vk
(44)

On the other hand, the rotational part presents more complexity. To address this, we will
make the following assumption:

qk+1 = exp

(
1

2
Ω(ωk)dt

)
qk (45)

To implement the EKF, we just need to compute the derivative of f(xk, uk):

∂f(xk, uk)

∂xk
= Ak(ωk) =

 I3 dt× I3 03×4

03×3 I3 03×4

04×3 04×3 exp
(
1
2Ω(ωk)dt

)
 (46)

The function f is then :

f(xk, uk) = Ak(ωk)xk = FKxk (47)
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Regarding the measurements, the equations will depend on the measurement source. Since
the objective is to determine the position of the TD from the viewpoint of the SD, it is
essential to represent all measurements within the reference frame of the SD body.

Using GPS measurements, we can determine the relative position of the TD with respect to
the SD. Utilizing the transmission of values from the TD to the SD, we can also establish
a relative quaternion between the two drones. Given that the reference frame of the GPS
corresponds to the inertial frame, it becomes necessary to transform the measurements into
the shuttle body frame.

pk,GPS = R(qk,shuttle)(pk,target − pk,shuttle)

qk,GPS = q−1
k,shuttle ⊗ qk,target

yk,GPS =

[
pk,GPS

qk,GPS

]
Hk,GPS =

[
I3 03×3 03×4

04×3 04×3 I4

] (48)

For ArUco measurements, the defined measurements expressed in the SD body frame and
transition matrix are :

yk,aruco =

[
pk,aruco
qk,aruco

]
Hk,aruco =

[
I3 03×3 03×4

04×3 04×3 I4

] (49)

And finally, for depth measurements also expressed in the SD body frame :

yk,depth = pk,depth

Hk,depth =
[
I3 03×3 03×4

] (50)

Although it is not implemented in this thesis, attitude estimation is also possible using depth
measurements. The equations would need to be modified accordingly if added.

The state equation and the measurement equations can be written with their respective noise:

xk+1 = Ak(ωk)xk + wxk

yk = Hkxk + wyk

(51)

We assume all random variables to have a normal distribution with a mean of zero and a
known covariance :
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wxk
∼ N (0, Qk)

wyk ∼ N (0, Rk)
(52)

Ultimately, the equations of the Extended Kalman Filter (EKF) are given by[26]:

• Predict step
Predicted state estimate :

x̂k+1|k = Ak(ωk)xk|k (53)

Predicted covariance estimate :

Pk+1|k = FkPk|kF
T
k +Qk (54)

where Qk is the covariance matrix of the process noise.

• Update step
Measurement residual :

sk+1 = yk+1 −Hk+1x̂k+1|k (55)

where yk is the measurement and Hk is the transition matrix.
Residual covariance :

Sk+1 = Hk+1Pk+1|kH
T
k+1 +Rk+1 (56)

where Rk is the covariance matrix of the measurement noise.
Near-optimal Kalman gain :

Kk+1 = Pk+1|kH
T
k+1S

−1
k+1 (57)

Updated state estimate :

x̂k+1|k+1 = x̂k+1|k +Kk+1sk+1 (58)

Updated covariance estimate :

Pk+1|k+1 = (I −Kk+1Hk+1)Pk+1|k (59)

To combine various measurements, a ROS2 node named sensor_fusing_node was devel-
oped. It subscribes to topics containing measurements from different sources and updates
the EKF’s state accordingly. Adjustments are made to the transition matrix H and the co-
variance matrix of the measurement noise R to account for varying measurement precision
and the number of states measured. The covariance matrix of the process noise Q can also
be adjusted. Lower values on the diagonal of the Q matrix increase trust in predictions. If
a specific measurement source is more accurate, the values in its R matrix diagonal should
be reduced to enhance trust. This approach allows the fusion of measurements from ArUco
boards, depth measurements, and GPS positions simultaneously.
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4.1.5 State Machine

The operation of the entire catching phase can be defined by the state machine diagram in
Figure 39.

Figure 39: State Machine of the operations.

This state machine always begins in the take-off phase and concludes in the landing phase.
After the shuttle drone has taken off, it deploys its arm and awaits confirmation. Following
this, it enters the TD localization phase in which it endeavors to approach the TD. If the
gripper closes but fails to capture the TD, it reopens the gripper and continues the localization
process. Once the TD is successfully captured, the SD initiates the landing procedure by
descending close to the ground. It subsequently opens the gripper to release the TD and
moves away. Once a safe distance from the TD is achieved, it retracts its arm and proceeds
to land.
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4.2 Results and Analysis

In this section, we will examine and evaluate the effectiveness of our detection algorithms.
The majority of the tests outlined here were conducted indoors within our laboratory. Un-
fortunately, real flight tests could not be carried out due to scheduling constraints. Actual
field trials were not feasible during the final month of this study, as the algorithms were not
prepared for execution before that period. As a result, the results presented will be confined
to this indoor analysis.

4.2.1 ArUco Markers

In this subsection, we will examine the effectiveness of ArUco marker tracking. The initial
step involves determining the detection accuracy of a single marker for each set of expressed
coordinates. To ascertain this accuracy, we position a 14.8cm-side marker at known locations
along each axis, enabling us to assess the precision of the ArUco tracking for each axis. This
approach enables us to establish that the accuracy of ArUco markers is contingent on factors
such as the camera’s distance, the marker’s size, and its placement relative to the frame’s
center. For instance, a marker positioned at the center of the frame would exhibit a precision
of less than 5% at 1m (z-axis) and less than 7% at 3m (z-axis). In contrast, a marker situ-
ated more towards the frame’s periphery (1m along the x-axis from the center) would yield a
precision of less than 8% at 1m (z-axis) and 9% at 3m (z-axis). Determining the accuracy of
ArUco tracking for rotation is more challenging. Nevertheless, utilizing the same setup, we
were able to ascertain a precision consistently below 3 degrees.

It’s important to acknowledge that our setup is relatively basic and doesn’t facilitate accurate
measurement of this precision. Additionally, the presence of multiple markers on the TD and
the utilization of the Extended Kalman Filter (EKF) are expected to enhance this accuracy.
A more detailed approach to measuring accuracy was undertaken by Francisco Azevedo dur-
ing his master’s thesis[azevedo_francisco_nodate].

The marker size significantly influences detection. Larger markers result in an expanded de-
tection range. To achieve this, we altered the configuration in Figure 36 to a simpler layout,
employing only one large marker on each board. Marker sizes were set at 14.8cm for central
markers and 8.9cm for outer markers. This modification aimed to maximize the markers’
detection range.
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Figure 40: New configuration of ArUco boards on the target drone.

The subsequent phase of our research involves assessing the performance of our ArUco track-
ing algorithms. To achieve this, we captured a video[27] of the TD with the ArUco boards in
our laboratory, varying the distance and rotations. We then applied the tracking algorithms
to the video in real-time.

Figure 41: Exemple of detection of all 4 ArUco boards.
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The offsets referred to in Section 4.1.2 is not apparent in Figure 41. These offsets are
used to translate all board positions to a common central point. The tracking results are as
in Figure 42.

Figure 42: Tracking of the ArUco boards positions and estimations.

As evident, the signals can exhibit noise, particularly for the roll and pitch (rx and ry). The
positive aspect is that the most crucial rotation, the yaw, is the least noisy. Observing the
z coordinate, it’s apparent that the tracking appears less shaky at closer ranges. Given that
the ArUcos are employed for close-range tracking, we can perform a similar analysis from a
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shorter distance (Figure 43).

Figure 43: Tracking of the ArUco boards at close range.

The first noticeable aspect is the improved smoothness of the signals. They exhibit signif-
icantly less noise compared to the previous instance. This can be attributed to the closer
distance and potentially the fact that the TD was less shaky during this recording. The yaw
rotation still appears as the smoothest rotation in this graph. Upon inspecting the signals of
each board, it appears that signals 3 and 4 are more erratic than signals 1 and 2. To verify
this observation, we can calculate statistics for each signal (Table 20).
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Board ID x [m] y [m] z [m] rx [◦] ry [◦] rz [◦] time diff [s]

1 µ 0.047 -0.179 1.100 -169.8 -0.874 -5.7 0.024
σ 0.426 0.098 0.063 5.0 7.9 16.4 0.124

2 µ -0.091 -0.182 1.125 -170.9 1.4 -3.5 0.022
σ 0.518 0.092 0.068 4.8 7.5 14.4 0.106

3 µ 0.172 -0.188 1.145 -170.5 -5.6 -10.9 0.029
σ 0.323 0.112 0.117 6.7 11.5 16.3 0.192

4 µ -0.205 -0.191 1.143 -171.7 3.5 2.5 0.028
σ 0.460 0.114 0.155 5.5 10.3 12.2 0.160

Table 20: Performance Statistics of ArUco Marker Tracking.

Contrary to our expectations, the standard deviations of boards 3 and 4 are not notably
different from those of boards 1 and 2. We must explore alternative methods to validate our
hypothesis. One possible approach is to conduct a frequency analysis of all signals.
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Figure 44: Power Spectrum of each coordinate for all 4 boards.

Figure 44 vividly illustrates that higher frequencies are more prevalent in signals 3 and 4.
This observation indicates a higher level of noise in these signals. Several explanations can
account for this phenomenon. Firstly, it can be attributed to the size of the markers. Since
the smaller markers are less detectable, this is corroborated by the information in the last
column of Table 20. It is evident that the average time between two consecutive marker
detections is greater for these smaller markers, with a corresponding increase in standard
deviation. Consequently, the two outer markers experience fewer detections compared to the
inner markers. Another potential explanation is linked to the markers’ positions on the TD.
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Positioned farther from the plane’s center, these outer markers necessitate larger position
offsets. However, given the inherent noise in orientation data, a greater offset equates to a
higher level of noise in the 3D positions as well.

One last factor to consider in explaining the noise across all four signals could be the high
detection frequency. This is linked to the camera’s frame rate, which currently operates at
60 frames per second (fps). However, it’s worth noting that this rate might be excessive and
potentially needs to be reduced to facilitate on-board computations.

To achieve improved accuracy in orientation tracking, it’s worth considering alternative con-
figurations of ArUco boards. Exploring the possibility of using a single board with multiple
large ArUco markers could potentially enhance the stability of orientation detection. How-
ever, due to time constraints, this concept won’t be explored within the scope of this thesis.

Despite the absence of outdoor tests, we managed to gather data from a single flight
attempt (Figure 45). Regrettably, the recorded depth image was of poor quality and is not
usable for analysis. The field trial was conducted with the SD flying above the TD, which
was mounted on tripods approximately 1.50 meters high, as the control algorithms were still
in development. The camera was fixed to the SD at an angle of around 20 degrees. ArUco
markers were printed and affixed to the TD’s wings, and the weather was very sunny. These
conditions collectively contributed to poor performance of the detection algorithms in the
recorded video. The reflective nature of the black ink on the markers posed a challenge for
detection. Additionally, the camera’s angle and the fact that the SD hovered about 3 meters
above the TD resulted in a small marker surface for detection. These limitations underscore
the necessity for more comprehensive outdoor testing.

Figure 45: Screenshots from the video recorded during field trials.
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4.2.2 Depth Detection

a) Depth Clustering

In this subsection, we will examine the outcomes of the depth clustering algorithms.
As previously elucidated, external testing was unfeasible during this summer. To assess
the depth algorithm, an indoor setup was developed. However, emulating the flight
conditions, particularly the clear differentiation between presumed clusters, posed the
most significant challenge. Indoors, the background is not as distant as it would be
during flight. Furthermore, the floor and ceiling are within the camera’s field of view.
Consequently, the outcomes may not be as consistent as anticipated. To replicate an
aerial perspective of the plane, a cardboard replica affixed to a surface was employed
(Figure 46).

Figure 46: Cardboard replica of the TD.

The initial phase of testing our clustering algorithms involves their use on photos.
Images of the replica were captured from various distances and angles. Initially, the
clustering was evaluated using only one feature: depth. The outcomes for both GMM
and K-Means were shown in Figure 47.
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(a) K-Means Clustering. (b) GMM Clustering.

Figure 47: Clustering using only the depth as a feature with satisfying results.

As depicted in Figure 47, there is a clear separation in the depth distribution between
the TD and the background, leading to effective clustering for both methods. The
specific number of clusters isn’t highly relevant, given that the TD consistently stands
out from the background. However, it’s important to recognize that this might not be
the case in all scenarios Figure 48.

74



Master’s Thesis - Project capture

(a) K-Means Clustering. (b) GMM Clustering.

Figure 48: Clustering using only the depth as a feature with poor results.

In Figure 48, it’s evident that the clustering performance wasn’t as successful as pre-
viously observed. The separation between the TD and the background isn’t as distinct,
except for the GMM clustering with two clusters. This can be attributed to the less
favorable depth distribution3. It’s worth noting that the chosen number of clusters also
influences the clustering outcomes, as seen with a drop in efficiency from 2 to 3 clusters
in GMM clustering.

The initial conclusion drawn is that the clustering outcome is influenced by the number
of defined clusters, but more prominently by the depth distribution, as anticipated.
However, we anticipate a more distinct distribution for flight conditions.

The subsequent stage involves incorporating the pixel’s position in the image as a fea-
ture, which encompasses the rows and columns of each depth pixel. When applied to
the image from Figure 47, the outcomes are as shown in Figure 49.

3The peak at the greatest depth results from the data preprocessing mentioned in the methods section. It
was omitted for the clustering process itself.
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(a) K-Means Clustering. (b) GMM Clustering.

Figure 49: Clustering using the depth and the pixel rows and columns as features with
satisfying results. The weight of the depth feature is 10 times the one of the others.

Once more, the TD drone remains distinctly distinguished from the background, ben-
efiting from a favorable depth distribution. The introduction of additional features did
not change the algorithm’s results. However, when considering the image from Figure
48, the outcomes are different (Figure 50).
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(a) K-Means Clustering. (b) GMM Clustering.

Figure 50: Clustering using the depth and the pixel rows and columns as features with poor
results. The weight of the depth feature is 10 times the one of the others.

In this instance, the inclusion of spatial features appears to reduce the efficacy of the
clustering. Particularly with GMM, the clustering becomes more dispersed and doesn’t
remain concentrated solely on the depth distribution, even with a weight that’s tenfold
more significant than the other features. These outcomes underscore the pivotal role of
the depth distribution in achieving desirable results. Moreover, they demonstrate that
the incorporation of spatial features doesn’t inherently enhance the outcomes. Instead,
it adds to the computational time and complexity of the algorithms. Consequently, the
decision was made to exclusively employ depth for this particular method.

To ascertain the centroid of a cluster, we can compute the average position of all the
points within that cluster (Figure 51). However, identifying which cluster corresponds
to the TD is not always straightforward. In our experiments, the TD is typically found
in the nearest cluster to the camera. Yet, under real operational conditions, the catching
mechanism might result in a closer cluster being formed.
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Figure 51: Cluster Centroid.

The ultimate stage of testing the clustering algorithm involves its real-time implemen-
tation. As anticipated, the algorithms prove to be quite resource-intensive, resulting in
substantial intervals between two consecutive detections (Table 21).

Time between two detections [s]
µ 0.918
σ 0.467

Table 21: Mean and Standard Deviation of the time between two consecutive datapoints.

The video[27] analysis also reveals another issue. When the TD is not within the
camera’s FOV, there is no intermediate cluster. However, due to the fixed number of
clusters, the algorithm will attempt to identify differentiation where it shouldn’t exist.
This phenomenon is evident in Figure 52 where the background is divided in two
clusters.

Figure 52: Clustering algorithm works poorly when the TD is not in the FOV of the camera.
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Despite these suboptimal outcomes, the algorithm performs well when the TD is de-
tected. In Figure 53, the white dot represents the mean of all datapoints in the grey
cluster projected onto the image. While we lack a precise measure of the accuracy of
this method, it can be deemed visually satisfactory.

Figure 53: Clustering algorithm works when the TD is in the FOV of the camera.

Considering the array of pros and cons associated with the clustering technique for
TD localization, the decision was made to refrain from utilizing these algorithms. De-
spite the encouraging outcomes, the low detection frequency (1HZ) and, more signifi-
cantly, the issues stemming from the fixed number of clusters render this method insuf-
ficiently dependable. Consequently, we must explore alternative solutions for detecting
the TD at mid-range.

b) Background Removal

In this section, our exploration is significantly constrained by the unavailability of
real flight testing opportunities. The functionality of our algorithms, as presented in
Section 4.1.3, relies on two critical conditions: maintaining a specific altitude and en-
suring a distinct separation between the target drone and the background. Regrettably,
our lab setting does not fulfill either of these conditions. To elaborate, although we
can achieve a clear differentiation between the TD and the background at close range
( 1m), this distinction becomes muddled beyond this proximity due to the depth camera
detecting the lab floor. This interference persists even when conducting outdoor tests.
To partially mitigate this issue, we can attempt to simulate the desired environment by
positioning the TD roughly 1 meter away from the camera and discarding depth points
beyond 1.30 meters and below 0.60 meters.

Determining the accuracy of this position estimation method, as we did for the ArUco
markers, is also more complex. This complexity arises because for an accurate position
calculation, the entire TD should be within the camera’s FOV. For instance, if a specific
part of the TD, such as the left wing in Figure 54, is outside the FOV, the calculated
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centroid will shift towards the right of the TD’s center. This is because the centroid is
computed by averaging the 3D positions of all measured datapoints.

Figure 54: Calculation of the centroid when the plane is entirely within the camera’s FOV
and when it’s not.

However, despite these challenges, we have relied on visual inspection and taken into
account the camera’s performance (depth accuracy < 2% at 4 meters) to approximate
this precision to be around 50 cm at a distance of 4 meters.

To assess the efficiency of the tracking, we can utilize the same sequence as we did for
the ArUco markers and plot the detected positions.
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Figure 55: Tracking of the TD at close range using ArUco markers and the depth measure-
ment.

As depicted in Figure 55, the tracking using depth measurements differs from that
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using ArUco tags. This confirms the lower accuracy of the depth-based method. How-
ever, a significant advantage becomes apparent in the same graph, specifically between
10s and 13s. During this time interval, the markers move out of the camera’s FOV.
Throughout this extended period, ArUco detection is unavailable. Nevertheless, the
depth measurement enables continuous detection, albeit with reduced precision. This
capability enables the SD to maintain its trajectory toward re-detecting the precise
markers.

Furthermore, the signal from the depth detection method exhibits considerably less
noise compared to the markers detection method. This is evident both in its standard
deviations and its Power Spectrum (Table 22 andFigure 56).

Figure 56: Power Spectrum of the 3D positions for the depth signal.

82



Master’s Thesis - Project capture

x [m] y [m] z [m] time between frames [s]
µ -0.089 -0.221 1.052 0.057
σ 0.308 0.088 0.079 0.041

Table 22: Performance statistics of localization using background removal.

Table 22 highlights an interesting observation: despite the depth detection method
having a lower detection frequency compared to ArUco markers, the standard devia-
tion of the time interval between two consecutive detections is smaller. This indicates
that the depth-based detection occurs more frequently and maintains a more consistent
rhythm.

A video analysis[27], from which screenshots in Figure 54 are extracted, confirms this
regularity and smoothness.
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4.2.3 Extended Kalman Filter

This section will provide a detailed overview of the outcomes obtained from utilizing the
Extended Kalman Filter, as well as the process of fine-tuning it. As previously mentioned,
our testing capabilities are somewhat constrained. Given the absence of GPS data, our focus
will be on combining measurements derived from the ArUco markers and depth-based back-
ground removal. However, due to the lack of altitude information, we will establish a manual
threshold distance to facilitate the removal of background depth values. Furthermore, the
lack of rotational velocities for both drones as input to our filter is worth mentioning. In this
section, we will set these velocities to 0. By doing so, the process model will operate under
the assumption of constant orientations.

To fine-tune our filter, we will examine the same sequence mentioned earlier, as it encompasses
various important scenarios: a noisy ArUco signal sequence, instances with both ArUco and
depth measurements, and a sequence where only depth data is available. The initial tuning
phase involves setting all covariance matrices to the identity matrix. The tracking results are
as depicted in Figure 57 and Figure 58.
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Figure 57: EKF position signals : all covariance matrices are set to identity matrices.
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Figure 58: EKF orientation signals : all covariance matrices are set to identity matrices.

As evident from Figure 57 and Figure 58, the signals from our Extended Kalman Filter
(EKF) exhibit significant noise. This is expected at this stage since we haven’t tuned the
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filter. Let’s delve into the process of tuning and explore the covariance matrices for both the
model and the noise.

As explained in Section 4.1.4, the covariance matrix Q represents the process noise, while R
represents the covariance matrix of the measurement noise. It’s important to note that each
measurement source possesses its own unique measurement noise, necessitating independent
tuning of each R matrix. Both Q and R matrices are diagonal. By increasing the coefficients
along their diagonals, we introduce more noise into their respective models. Consequently, if
our intention is to place greater trust in the filter’s predictions, we should decrease the corre-
sponding coefficients. Similarly, when a measurement source proves to be accurate, lowering
the coefficient in its R matrix is advisable.

With this understanding, let’s examine Figure 57 and Figure 58. The initial observation
is that the filter heavily depends on the measurements, leading to the observed noise. To
address this, we should reduce the coefficients in the Q matrix. Implementing this adjustment
yields the plots in Figure 59 and Figure 60.
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Figure 59: EKF position signals : Q = 0.1× I10.
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Figure 60: EKF orientation signals : Q = 0.1× I10.

We observe a noticeable improvement with less noise in the signals, particularly for positions
and yaw (rz). However, noise still persists in roll (rx) and pitch (ry). To address this issue,
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let’s attempt to fine-tune the R matrices based on the insights from Section 4.2.1 and Sec-
tion 4.2.2.

Considering our findings, we can conclude that boards 3 and 4 exhibit reduced detection
reliability and noisier estimations. Consequently, the R coefficients for these boards should
be larger compared to boards 1 and 2. The roll and pitch estimations, which are generally
noisy, should also have higher coefficients.

Regarding depth measurements, adjustments are needed only for positions since we’re not
yet measuring orientation. Given the lower accuracy of this method compared to ArUco
measurements, the R matrix coefficient should be higher.

After an iterative process of tuning and result analysis, we arrived at the pose estimation
outcomes in Figure 61 and Figure 62.
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Figure 61: EKF position signals : parameters are described in Table 23.
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Figure 62: EKF orientation signals : parameters are described in Table 23.

These results were achieved using the parameters outlined in Table 23.
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This tuning might not be optimal, but it provides a solid understanding of our filter’s perfor-
mance. Table 23 confirms our prior predictions about the noise covariance matrices. Despite
some residual noise visible in Figures 61 and 62, particularly for roll and pitch, it could be
minimized by reducing the corresponding coefficients in the Q matrix. However, excessively
relying on the process model can introduce a delay between actual and estimated positions.
An example of this delay can be observed in the x coordinate between 10s and 13s, when
ArUco markers tracking was lost, and the model shifted to relying solely on depth measure-
ments. As anticipated, this behavior is desired.

Matrix x y z vx vy vz qx qy qz qw
Q 0.01 0.01 0.01 0.1 0.1 0.1 0.01 0.01 0.01 0.01

RArUco,1,2 0.1 0.1 0.1 / / / 0.1 0.1 0.1 0.1
RArUco,3,4 1 1 1 / / / 10 10 10 10
Rdepth 3 3 3 / / / / / / /

Table 23: Coefficients of Q and R matrices.

In summary, our filter appears to be functioning well. The tracking is smooth, particularly
for critical coordinates like 3D positions and yaw rotation. The filter primarily follows the
ArUco markers’ detections but transitions seamlessly to using depth measurements when tags
aren’t detected for a certain period. Regarding orientation, due to the lack of input on ro-
tational speeds of both drones, the model assumes constant angles as a result of zero velocities.

It’s important to note that these parameters will likely need readjustment for actual flight
conditions. One potential avenue to explore is adjusting the R matrices for each measurement
source based on the distance between the TD and the SD. For instance, since ArUco detec-
tions are less accurate at greater distances from the camera, trusting the depth measurements
more could be necessary.

Following this approach, the Extended Kalman Filter emerges as an ideal tool for fusing
sensor information. It’s evident that GPS is the primary method for detecting the TD when
it’s not within the camera’s FOV, despite its inherent precision limitations. As a result,
the coefficient of the R matrix associated with GPS measurements needs to be kept low
(indicating trust in the measurement) when the SD is distant from the TD. However, this
coefficient should progressively increase as the SD gets closer to the TD. Once the TD enters
the camera’s FOV, the depth measurement takes precedence over the GPS. The R matrix
coefficient associated with the depth measurement, which was previously set high (indicating
low trust), should now be decreased. This adjustment reflects the growing reliability of the
depth measurement. Ultimately, when the SD is close enough to capture the ArUco markers,
these tags should become the primary source of measurement. This strategic transition should
be a key aspect of tuning the EKF using real flight data.
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To conclude this section on the Extended Kalman Filter, let’s briefly examine a video[27] of
the tracking to validate our observations.

Figure 63: Screenshots of the EKF results in a live video from different distances.

Figure 63 displays screenshots from a video[27] showcasing the output of our Extended
Kalman Filter. In this specific video, the depth measurement was omitted due to the changing
z position of the TD. It’s evident that the tracking remains consistent and smooth even
at distances around 4 meters. This confirms the effectiveness of our EKF under indoor
conditions. It’s important to acknowledge that outdoor flight scenarios might yield different
results, especially considering variations in lighting conditions.
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5 Conclusion
The primary objective of this thesis was to design a fast grasping mechanism for the au-

tonomous capture of both aerial and marine drones. This was realized by developing a
lightweight and passive gripper affixed to a robotic arm, which could be actuated and man-
aged through ROS. The localization algorithms were constructed to leverage and integrate a
diverse array of measurement sources, including GPS, ArUco markers, and depth measure-
ments.

This challenge was initially addressed in Chapter 3, where the mechanical aspects of the
project were extensively discussed. The gripper was meticulously designed, taking into con-
sideration the stipulated requirements, enabling a rapid and passive release of the mechanism.
The loading system was devised to operate independently from the release mechanism, pro-
moting ease of use. The robotic arm was employed to reposition the catching action away
from the propellers, mitigating the adverse effects of downwash turbulence generated by the
Shuttle Drone. The electronics were intentionally fashioned to be as simple as possible and
seamlessly integratable with the onboard computer.

The evaluation of the Target Drone’s localization was conducted in Chapter 4. The objective
was to ascertain the relative position of the Target Drone with respect to the Shuttle Drone’s
body frame, employing various sensors including a camera and depth measurements. While
some of the devised algorithms yielded positive outcomes, others did not, yet the collective
accuracy of the detection proved satisfactory, largely owing to the application of an Extended
Kalman Filter. This filter facilitated the fusion of measurements from diverse sources, con-
tributing to the enhanced precision of the results.

In conclusion, this dissertation will verify the fulfillment of the initial requirements and subse-
quently assess the constraints inherent in our work. Additionally, potential avenues for future
research and development linked to this project will be explored.
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5.1 Verification of the Requirements

ReqID Description Desired Perf. Actual Perf.
RSh1 Capture TD 80% Success Rate To be determined

RSh2 Tracking Accuracy 1cm STD in position
3deg STD in attitude

∼1 cm STD in position
∼5deg STD in attitude

RMe1 Mechanism Mass 400g ± 100 677g

RMe2 Repeatability of the
Capture Maneuver 10 times ±2 Don’t have limits

RMe3 Residual Energy Spent Minimum Minimum
RMe4 Tip Waterproof Fully Partially

Table 24: Requirements verification.

Table 24 provides a comparison of the desired performance and the actual performance
in terms of the requirements for the capture mechanism, for which some comments are pro-
vided hereafter. The success rate of the maneuver will be determined in later stages of the
capture project. Measuring the accuracy of the localization algorithms is complex. How-
ever, through the application of the Extended Kalman Filter and visual inspection, it can
be ascertained that the algorithms are precise enough for successful Target Drone capture.
Despite diligent efforts to reduce mechanism mass, the requirement was exceeded by 69%,
significantly surpassing the permitted 25%. This predicament arises from the assumption
that the mechanism should be positioned away from the Shuttle Drone’s propellers. The
repeatability of the capture maneuver is virtually unrestricted, limited only by battery levels.
The reloading mechanism, decoupled from the closing system, boasts a flawless 100% success
rate. The motors used do not consume any power when not in use. Unfortunately, due to
time constraints, the prototype isn’t fully waterproof, but this issue was evaluated during the
thesis, and potential remedies were proposed.

5.2 Limitations of the Thesis and Future Work

Several aspects in the previous dissertation could be enhanced, most of which are influenced
by the lack of real flight tests.

Regarding the mechanical and electrical designs, weight reduction to align with the desired
requirements may be necessary. Achieving this could involve altering the material and struc-
ture of the mechanism, as well as optimizing various design aspects. Concerning the robotic
arm, improvements would be contingent on the outcomes of field trials. Current indications
suggest that its rigidity may need augmentation, either through adjustments to the diameter
of the carbon rods or by shortening their length. If the arm’s flexibility is too significant, a
method for accurately pinpointing the gripper’s tip might become necessary. As expounded
in this work, the Target Drone’s behavior upon capture is likely to be unpredictable. To
address this, the grip on the drone’s body might be enhanced through geometric changes
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to the gripper. Additionally, active control of the Target Drone post-capture could become
necessary.

The accuracy of the localization algorithms will heavily depend on the outcomes of field tri-
als. Presently, these algorithms have only been tested indoors, under constant lighting and
controlled conditions. However, these conditions may not necessarily align with real flight
tests. The integration of additional measurement sources, including GPS for long-range de-
tection, should also be subjected to testing. Moreover, the depth measurement algorithm
needs to be modified, as its current configuration employs a fixed distance for background
removal, rather than considering altitude. This thesis discussed various methods of discard-
ing depth measurements. Improving ArUco detection can also be achieved by experimenting
with different board configurations on the wings of the Target Drone. It’s crucial to empha-
size that currently, this remains the sole method for measuring the relative attitude of the
Target Drone. The development of alternative algorithms, potentially utilizing GPS or depth
measurements, might be necessary. Lastly, proper tuning of the Extended Kalman Filter is
essential to ensure optimal performance during outdoor tests.

This thesis was part of the larger project capture. While initially anticipated to conclude
within a 6-month timeframe, we have only achieved a portion of the anticipated outcomes.
Further continuation is essential to comprehensively explore this expansive research domain
and obtain conclusive results.
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