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ABSTRACT

Finding good representations for videos is becoming increas-
ingly more important to enable an efficient analysis and com-
parison, with potential applications in sports, surveillance,
news, or web services. This paper proposes a new represen-
tation of videos based on human pose. Rather than looking
at conventional features, our method relies only on human
pose detections to characterize the video. This approach pro-
vides a powerful tool for the efficient analysis of videos of
human activities, particularly for video summarization and
retrieval. We evaluate the proposed representation on the fol-
lowing tasks: 1) computing video statistics, such as the main
poses and viewpoint preferences; 2) partitioning videos into
a collection of short clips that will compose the video sum-
mary; and 3) retrieving frames or scenes with specific poses
from videos. Results show that the proposed approach is able
to successfully perform these tasks.

Index Terms— Video analysis, video summarization, re-
trieval, pose detection, matrix completion

1. INTRODUCTION

The amount of videos captured, stored, and shared over the
last decades has increased tremendously. Finding a good rep-
resentation for this type of data is crucial to allow an efficient
analysis of its content. This is shown to be particularly rele-
vant for video summarization and retrieval, two tasks with a
manifold of applications, such as sports, surveillance, news,
or multimedia web search [1, 2].

Most state-of-the-art video analysis methods rely on deep
learning architectures to both extract relevant features from
the video frames and perform the desired task. For video sum-
marization, typical approaches transform a full video into an
short summary, either composed of the most relevant images
(keyframe summary) or short clips (video skimming). When
labeled training data is available, this may be viewed as the
supervised learning problem of finding which video frames

This work was supported by FCT through grants [PD/BD/114430/2016],
[PD/BD/114429/2016] and [UID/EEA/50009/2013], and EU Horizon 2020
project MULTIDRONE (No 731667). The Titan Xp used for this research
was donated by the NVIDIA Corporation.

Fig. 1. Output of the OpenPose [12] algorithm for an image
of a cycling race.

should be considered for the summary [3]. In this case, cur-
rent state-of-the-art methods [4, 5] perform this task using re-
current neural networks, such as long short-term memory [6].
However, in many cases, labeled data is not available and thus
video summarization has to be performed in an unsupervised
setting. In these situations, this task is usually addressed as
a keyframe selection problem using conventional image fea-
tures [7, 8]. Specifically, [9] uses conventional ”shallow” fea-
tures (saliency) to predict people and object importance for
the application of egocentric video summarization. Simple
color features are also used in [10], where a specialized hi-
erarchical clustering algorithm leveraging the temporal order
and sequential nature of videos is proposed. As mentioned,
more recently, features extracted from deep neural networks
have become the de facto image descriptors. In [11], this type
of features is combined with reinforcement learning to select
the video frames, while [8] resorts to adversarial networks to
identify which frames best represent the whole video.

For both image and video retrieval, current state-of-the-
art approaches rely on approximate nearest neighbour algo-
rithms, for a faster search [13], based on hashing strategies
[14], which involve projecting a high-dimensional represen-
tation into compact, low-dimensional binary codes, to allow
high computational efficiency and low memory requirements
[15]. The image and video representations are based on deep
features [16, 17], due to their discriminative power. However,
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applying generic feature extractors may lead to poor results,
as unbalanced feature relevances may cause hashing-based
methods to yield lower performances [18, 19].

In this paper, we propose a new approach to the analysis
of videos of human activities, such as sports events. Instead
of relying on conventional image features (either shallow or
deep), our approach uses only information about the poses
of people in the scene. This way, our method takes as in-
put more high-level, meaningful and low-dimensional infor-
mation, which allows for a simpler approach and more inter-
pretable reasoning than most state-of-the-art approaches. In
particular, the videos are pre-processed using a pose estima-
tion algorithm [12], which converts each frame (2D image)
into a collection of keypoints from all the detected humans in
the image, as shown in Fig. 1. Compared to other approaches,
our strategy automatically filters out frames with no humans
(e.g., landscapes). Furthermore, with this new representation,
we are able to perform unsupervised video summarization and
retrieval of specific frames or short clips of a scene based on
a query image, for videos portraying any kind of human ac-
tivity.

The proposed method is evaluated in the context of videos
of cycling races on the tasks of: 1) identifying keyposes and
viewpoints; 2) partitioning videos into short clips for unsu-
pervised summarization; and 3) retrieval of specific frames
or clips. We show that this framework is able to identify
and select scenes of these events in a very efficient manner.
Therefore, we deem this to be a powerful tool for directors
to supervise broadcasts, for the post-editing staff to produce
summaries and highlights, and for multimedia web search and
retrieval.

2. PROPOSED APPROACH

This section describes the proposed methodology to represent
videos of human activities. We assume that a video is a col-
lection of scenes, each depicting humans viewed from a spe-
cific perspective, thus taking on a particular pose with respect
to the camera. From a high level perspective, our approach
first converts videos to a collection of detected human poses,
which includes: 1) detecting all human poses in the video
and 2) performing matrix completion to recover missing key-
points in the poses. Then, using this new representation, we
can determine the keyposes by performing an unsupervised
clustering of all detected poses. Finally, we can perform sev-
eral common video analysis tasks, such as a statistical anal-
ysis, video summarization, and retrieval. Each of these steps
are detailed below.

2.1. Pose Representation

As a first step, we start by detecting human poses on all video
frames to convert the video into a collection of poses. Each
pose is described by a set of keypoints in the human body

(e.g., joints, head, etc). Clutter and occlusion are very com-
mon in this type of videos, which means that some of the
keypoints may not be detected, jeopardizing further analysis
of the video. We explicitly deal with this issue by applying
a matrix completion algorithm that estimates the position of
the missing keypoints. After converting the videos, we use
this new representation to analyze them and extract relevant
information.

2.1.1. Pose Estimation

Pose estimation is, in itself, a complex computer vision prob-
lem that has been extensively addressed in the literature in
recent years [20, 12, 21, 22]. We propose to use the state-of-
the-art pose detection OpenPose [12], which provides a 2D
representation, based on keypoints, of all humans detected in
each frame (see example in Fig. 1). We select this method
since it is known to be efficient for images with multiple peo-
ple and perform well in highly cluttered and occluded scenes.
By applying the OpenPose algorithm, the video is converted
into a collection of poses.

Formally, let xk =
[
xk

1 ,x
k
2 , . . . ,x

k
N

]
∈ R2N be the vec-

tor representing a specific pose k, described by N keypoints
(in OpenPose, N = 18), where xk

i ∈ R2 is the position of the
i-th keypoint in the image. We denote

X0 = [x1, . . . ,xM ] (1)

as the matrix collecting, column-wise, all the M poses de-
tected in the video. As previously mentioned, some entries
in X0 are often unknown, due to clutter and occlusions. By
definition, missing entries in X0 are replaced by zeros. In
practice, to analyze a video, we need the complete matrix X,
in which all the entries (i.e., the position of all the keypoints)
are known. To obtain X from X0, we use the matrix comple-
tion approach described in the following section.

2.1.2. Recovering Missing Keypoints

The poses with missing keypoint detections make further
analysis of the video harder. To deal with this issue, we can
apply several state-of-the-art methods that are able to esti-
mate the missing entries [23, 24, 25, 26]. For this application,
we found Subspace Segmentation by Successive Approxi-
mations (SSSA) [26] to provide more reliable completion
than the other tested approaches [23, 24, 25]. This method
performs completion under the assumption that the data lies
in the union of linear subspaces and that any point (pose) can
be represented as a linear combination of other points (poses)
on the data.

Let Ω be the set of indices of the known entries in X0.
SSSA finds the complete matrix, X ∈ R2N×M , by solving



the following optimization problem

{X,C,E} = min
X,C,E

‖C‖1 +
λ

2
‖E‖2F (2)

s.t. X = XC + E

PΩ(X) = PΩ(X0)

diag(C) = 0,

where C is the matrix of coefficients, E is the matrix of recon-
struction errors, and PΩ(·) indicates the Ω entries of a matrix.
Note that minimizing the `1-norm of C results on a sparse
solution in which (ideally) a given pose is represented as a
linear combination of only a few similar poses.

Problem (2) is the generalization of the Sparse Subspace
Clustering [27] for the case with incomplete data. However,
due to the product between X and C, the problem becomes
non-convex. To solve it we follow [26] which proposes an al-
ternate algorithm that takes advantage of the Alternating Di-
rection Method of Multipliers [28].

The subsequent video analysis is performed using this
new representation of the video, X, and the corresponding
time stamps (the frame in which each pose appears), instead
of the original data.

2.2. Pose Clustering

We could take advantage of the above formulation to apply
Spectral Clustering [29] on an affinity matrix built from ma-
trix C. However, this method is not scalable with respect to
the number of detected poses, making this strategy infeasible
for this context. Therefore, we follow a different clustering
strategy to find the keyposes in the videos.

The clustering methodology we adopt in this work is the
k-means++ algorithm [30], based on the Euclidean distance
(||xi − xj ||2 for poses i and j). Since this distance is not
invariant to translation nor scaling, each pose is translated
to have the head keypoint centered in the origin, and scaled
based on the average length of the upper arms. k-means++
finds a specific number of pose clusters,K, given the detected
poses in X. The number of clusters is unknown a priori, but
an expected number can be roughly estimated for each type
of video.

3. RESULTS

In this section, we present and discuss the results of apply-
ing our proposed approach. We evaluate our approach on
the application of cycling races video analysis, which is one
of the main sports event covered in the scope of the MUL-
TIDRONE project, using video broadcasts from RAI’s Giro
D’Italia 20171. Specifically, we use 27 minutes of video from
a one stage of the race as training, to learn the main poses and

1from https://multidrone.eu/multidrone-public-dataset/

1 2 3 4

5 6 7 8

Fig. 2. Centroids of pose clusters obtained for the training
video. Clusters 1 to 7 correspond to cyclists viewed from
both sides (1-2), front (3-6) and back (7), while cluster 8 cor-
responds to spectators.

Fig. 3. t-SNE visualization of the clustering obtained for test
video 1

perform video partitioning. Then, we evaluate our method in
terms of statistical analysis, video partitioning and search and
retrieval, on two test videos of different stages with a total
duration of 17 minutes.

3.1. Pre-processing

When converting videos to the collection of detected poses,
we only take as input OpenPose detections that have at least
one keypoint detected with a confidence score (output by
OpenPose) greater than 0.9, filtering out possible false posi-
tives or inaccurate poses. Additionally, we discard the 4 facial
keypoints (eyes and ears) as we considered them not to be
relevant for discriminating the human poses. Hence, each xk

has N = 14 keypoints, and the matrix collecting all poses,
X, has dimensions 28×M .

3.2. Clustering

We empirically found K = 8 to be the best value in the
range of {4, . . . , 10}, accounting for the most relevant cy-
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Fig. 4. Histogram of the frames of the two test videos as-
signed (by majority voting) to each cluster found for the train-
ing video (see Fig. 2). The first columns correspond to frames
without pose detections.

clists poses, as well as outliers such as spectators and other
passersby. Applying our pose clustering to the training video,
which has a total of 39K detected poses (from which aprox.
37% had missing keypoints), produces the cluster centroids
depicted in Fig. 2 (left hand is red and right hand is green).
From these results we can see that our approach can distin-
guish scenes with cyclists viewed from both sides, from the
back and front, and within the latter cyclists leaning with dif-
ferent angles. The last centroid (8) corresponds to spectators
as it includes poses of people clapping and cheering.

Since the clustering method is performed with data points
of dimension 28, we apply the dimensionality reduction
method t-Stochastic Neighbor Embedding (t-SNE) [31] to
visualize the resulting clusters in 2D. Fig. 3 depicts the t-
SNE view of the detected poses in test video 1, where the
color matches the corresponding cluster. This visualization
shows that spectators are mostly separated (bottom) from the
cyclists. Also, side and back views of cyclists are clearly
separated from the front views.

3.3. Video Analysis

Once the videos have been converted to the pose represen-
tation, and the keyposes have been identified, further anal-
ysis of what are the most important viewpoints and scene
types can be performed. By assigning a label to each frame
(based on the predominant pose per frame), it is also possi-
ble to: 1) compute video statistics of the most frequent scene
types; and 2) partition the video into short clips of the same
type. Broadcasts of cycling races frequently alternate be-
tween showing cyclists and other types of scenes, such as
aerial views, scenery, spectators and close-ups on specific ac-
tions. Since OpenPose only detects poses within a limited
range of scales, we know beforehand that it will not provide
detections for all scenes. We also use this information to au-
tomatically distinguish between these types of scenes.

3.3.1. Video Statistics

The histograms in Fig. 4 show the frequency of each type
of scene for each of the two test videos. It is interesting to
note that, as expected, spectators related views are the least
frequent ones for both stages and that the different cyclists
views are almost equally frequent (except for the side views,
as one of the video stages depicts nearly no cyclists moving
from right to left). We can also verify that the majority of
the frames do not show any poses. These correspond to land-
scapes scenes, aerial views of the race and close ups on the
cyclists, all of which yield no pose detections. This analy-
sis can be used for video summarization, since more frequent
keyposes are good proxies for the selection of frames for the
keyframe summary of the video. These histograms also pro-
vide a good representation of the directors preferences for that
specific event.

3.3.2. Video Partitioning and Summarization

Assigning a label to each frame also allows videos to be parti-
tioned into different scenes. Applying a median filter enforces
smoothness in the temporal labeling. Partitioning results are
shown for test video 1 in Fig. 5. This figure shows that the
proposed method is able to identify segments of the video in
which the cyclists are viewed from a specific perspective. It
is also clear that the video transitions between specific view-
points and scenes in which the cyclists are either too far (as
shown by the fourth example) or too close, making the Open-
Pose algorithm unable to detect poses.

The video partitions obtained with this strategy can be
used to search and detect scenes based on the requested pose.
Furthermore, it is possible to perform video summarization
by either: 1) generating a collection of short clips from each
partition (video skimming); or 2) by selecting one frame from
each partition (keyframe summary), as shown by the 6 exam-
ples in Fig. 5.

3.3.3. Search and Retrieval of Specific Poses

The pose representation also allows searching for specific
poses in videos. As an example, we use test video 2 to search
for poses similar to the keyposes 1, 2 and 3 shown in Fig. 2.
The retrieved results are shown in Fig. 6, which depicts the 3
different frames found to have the most similar poses to each
of the keyposes.

These results show that this approach is able to retrieve
frames with specific pose detections from different videos.
This is also very useful in other applications, such as in
surveillance, to identify humans in abnormal or suspicious
activities. Additionally, by assigning a label to each frame, as
represented in Fig. 5, we can also perform a image to video
retrieval, where an input image query is used to retrieve short
clips within videos depicting scenes with similar poses.



Fig. 5. Video partitioning based on the detected poses. The colors correspond to the clusters shown in Fig. 2. Regions with no
color (white) correspond to frames with no detections.

Fig. 6. Examples of 3 frames from test video 2 similar to the
keyposes 1, 2 and 3 shown in Fig. 2, respectively.

4. CONCLUSIONS

We propose a new representation for the automatic analysis
of videos of human activities. This representation is based
on high-level features based on detected human poses, which
allows an efficient analysis of the video contents. The pro-
posed representation was evaluated on the following tasks: 1)
computing video statistics, such as the main poses and view-
point preferences; 2) partitioning videos into a collection of
short clips, each depicting a specific scene or viewpoint, from
which we perform unsupervised video summarization; and
3) retrieving specific frames or clip within videos based on a
query image. Results show that the proposed approach is able
to handle these tasks very well, making this framework a step
forward in the automatic analysis of this type of videos.

Future work includes using more robust metrics to assign
keypose-labels to video frames, such as considering the dis-
tribution of detect poses (instead of the most frequent pose),
as well as using temporal information, as this will ensure that
the video partitions and corresponding summaries are more
reliable and consistent. Similarly, the ranking metric used to
perform the retrieval task should account not only for the sim-
ilarity between individual poses, but also the pose distribution
and temporal context. This will enforce the retrieved frames
to correspond to parts of the video with a similar scene, in-
stead of simply containing a pose similar to the input query.
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