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ABSTRACT

Reconstructing compressed sensing signals involves solving an op-
timization problem. An example isBasis Pursuit(BP) [1], which
is applicable only in noise-free scenarios. In noisy scenarios, ei-
ther theBasis Pursuit Denoising(BPDN) [1] or the Noise-Aware
BP (NABP) [2] can be used. Consider a distributed scenario where
the dictionary matrix and the vector of observations are spread over
the nodes of a network. We solve the following open problem:de-
sign distributed algorithms that solve BPDN with a column partition,
i.e., when each node knows only some columns of the dictionary ma-
trix, and that solve NABP with a row partition, i.e., when each node
knows only some rows of the dictionary matrix and the correspond-
ing observations.Our approach manipulates these problems so that
a recent general-purpose algorithm for distributed optimization can
be applied.

Index Terms— Distributed algorithms, compressed sensing

1. INTRODUCTION AND PROBLEM STATEMENT

The optimization problems BPDN and NABP are, respectively,

BPDN: minimize
x

‖Ax− b‖2 + β‖x‖1 , (1)

NABP: minimize
x

‖x‖1

subject to ‖Ax− b‖ ≤ σ ,

(2)

where the dictionary matrixA ∈ R
m×n, the vector of observa-

tions b ∈ R
m, and the parametersβ, σ > 0 are given. We con-

sider a connected network ofP nodes, where each node knows only
part of the data. Namely, we consider the two cases visualized in
Fig. 1: row partition (resp.column partition), where nodep stores a
blockAp of mp rows (resp.np columns) of the matrixA. Of course,
m1 + · · · + mP = m andn1 + · · · + nP = n. Also, in the row
partition, the vectorb is partitioned the same way asA but, in the
column partition, all the nodes know the entire vectorb.

Problem statement. While there exist distributed algorithms
that solve BPDN with a row partition and NABP with a column par-
tition [3], to the best of our knowledge, there are no algorithms solv-
ing the reverse cases, i.e., BPDN with a column partition andNABP
with a row partition. Our goal is then todesign a distributed algo-
rithm that solves BPDN with a column partition and NABP with a
row partition. Distributed means that no central node is allowed,
no node has access to more than its local data, and each node can
communicate only with its neighbors.
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Fig. 1. Row and column partitioning of the dictionary matrixA.

2. OUR APPROACH

We recast (1) (resp. (2)) with a column (resp. row) partitionas

minimize
x

g1(x) + g2(x) + · · ·+ gP (x)

subject to h1(x) + h2(x) + · · ·+ hP (x) ≤ 0 ,
(3)

wheregp : Rn −→ R andhp : Rn −→ R
m are convex functions,

known only by nodep. To recover a primal solution, however, we
have to assume that eachgp is strictly convex. Reformulating our
problems as (3) will enable the use of the recent distributedalgo-
rithm proposed in [4], which can solve problems with the format
of (3).

Manipulations. BPDN with a column partition is written as the
minimization of(1/2)‖A1x1+· · ·+APxP −b‖2+β

∑P

p=1
‖xp‖1,

wherex = (x1, . . . , xP ) is partitioned according to the columns
of A. Introducing a variableu ∈ R

m, this is equivalent to

minimize
x,u

1

2
‖u‖2 + β

∑P

p=1
‖xp‖1

subject to
∑P

p=1
(Apxp − 1

P
(u+ b)) = 0 ,

which can readily be written as (3). Regarding NABP with a row
partition, it can be written as (3) by settinggp(x) = (1/P )‖x‖1 and
hp(x) = ‖Apx − bp‖

2 − σ2/P . To make the objectives of these
problems strictly convex, we can add to them a small perturbation
quadratic term, which still allows obtaining good approximations of
the solutions of the original problem.

Conclusions.The proposed manipulations enable using the al-
gorithm in [4] to solve the open problem of designing distributed
algorithms for BPDN (resp. NABP) with a column (resp. row) parti-
tion. Experimental results show the effectiveness of our approach.
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