
UNIVERSITAT DE GIRONA, Spain

London, UK

Recovering Euclidean Deformable Models
from Stereo-motion

Xavier Llad́o, Alessio Del Bue and Lourdes Agapito
llado@eia.udg.edu; adb@isr.ist.utl.pt; lourdes@dcs.qmul.ac.uk

INSTITUTO DE SISTEMAS E

ROBOTICA, Lisboa, Portugal

1 Introduction
In this paper we present a novel Structure from Motion approach able to infer
3D deformable models from uncalibrated stereo images.

The stereo setup dramatically improves the 3D model when the object is
mostly deforming without undergoing strong rigid motion.

2 The Factorization Framework

•D is the number of 3D basis shapesBd which provide a description of the
modes of deformation.

•Pi are the 3×4 camera matrix such thatPi = Ki[Ri|Ti] with i = 1. . .F .

• lid with d = 1. . .D are the configuration weights which linear combination

gives the non-rigid shape at framei such thatXi =

[

∑D
d=1 lidBd

1

]

.

Problem: Recovering the deformable models without strong rigid motion.

3 Our Stereo-motion SfM Approach
1.Stereo Calibration and reconstruction of metric rigid structures per frame.

•Automatic calibration using fundamental matrices and Kruppa equations.
Estimation ofKi (focal lengths),Rrel, andTrel.

•Triangulation using Epipolar geometry. Recovery of the rigid metric
shape for each frame.

2.Segmentation of Rigid/Non-rigid points from the 3D views.

•The aim is identify a set of rigid points over a deforming surface to later
on estimate the frame-wise motion.

- Firstly, all the 3D shapes are registered via RANSAC to a reference view,
computing also the mean shape (B1).

- Afterwards, the segmentation is done analyzing the 3D registrationer-
rors per point (like in [1]).

3.Frame-wise motion estimation.

•With the good set of rigid points we do the frame-wise registration using
RANSAC to robustly extract the motion parametersRi andTi.

4.Global optimization stage to recover the Non-rigid model and to refine
the initial solution.

4 Global Optimization with Bundle
Adjustment

The parameters previously estimated provide a reliable initialization for the
following non-linear optimization:

min
KiRiTiRrelTrelBdlid

∑
i, j

‖xL
i j −Ki[Ri|Ti]

[

∑D
d=1 lidBd j

1

]

‖2

+ ‖ xR
i j −Ki[RrelRi|Ti +Trel]

[

∑D
d=1 lidBd j

1

]

‖2 (1)

The goal is to refine and correctly estimate the left and right camera matrices,
the intrinsic parametersKi, the coefficientslid and the basis shapesBd j.

The basis shapesBd which encode the(D−1) non-rigid components are ini-
tialized to small random values. A similar initialization has previouslybeen
used in [2, 3].

5 Experimental Results: Synthetic Data
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Stereo view of a synthetic sequence frame.

2D, 3D and rotation error curves. First row: results when not rigid motion was
applied. Second row: results when the object was deforming while doing a rigid
motion transformation.

6 Experimental Results: Real Data

7 Conclusions
We have proposed an approach for the 3D Euclidean reconstruction of de-
formable objects from a stereo-motion system.

The experiments have proven the performance even when there is no rigid
motion in the original sequence and with a minimal set of rigid points.
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