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Extended Abstract

1 Introduction

This paper addresses the problem of visual based mobile vehicle navigation, particularly at the obstacle
avoidance level. Many of the developed systems rely on different sensors for obstacle avoidance, such as
sonar, infrared, etc, but generally excluding vision, mainly due to the heavy computational load involved.

Traditionally, a computer vision approach would involve some sort of visual reconstruction, yielding a
depth map which, in turn, would be used to determine the shape of obstacles and, possibly, compute a
“safe” trajectory throughout the visible space. This approach has revealed itself extremely intensive, from
the computational point of view and, beyond that, quite sensitive to uncertainty, and system parameters
settings.

More recently, however, the approaches of active vision and purposive vision have contributed to signifi-
cant improvements in these areas. The key idea is that the observer in a particular perception task should
be actively involved in the task itself. Moreover, the visual algorithms should be designed in order to solve a
particular problem, in contrast with the general reconstruction approach aiming at building a general map
to solve any problem (navigation, manipulation, recognition, etc). This work fits into this framework. On
one hand, we wish to use a high resolution sensing modality, such as vision, for obstacle avoidance; on the
other hand, the algorithms will be specially tailored to this specific task in order to be fast and robust. No
reconstruction is performed for this problem.

The system is based on a stereo algorithm for fast obstacle detection. Similarly to the work described
in [5], an obstacle is defined as any object which does not lay on the ground plane (also known as GPOD -
Ground Plane Obstacle Detection). With this constraint in mind, an offline procedure estimates a nominal
disparity vector field, characterizing the ground plane. If there is an obstacle in the scene, then these
nominal disparity vectors will be violated. Therefore, during normal operation, the system should just check
for violations of the expected disparities, instead of fully reestimating these values, as a traditional system
would do.

Relatively to the approach described in [5], this work differs in two main points. On one hand the
stereo setup is based on a single camera and a mirror system, thus avoiding gain and aperture mismatches
between a two camera setup, and leading to a smaller, more compact structure. On the other hand, the
fact that the ground plane is flat is explicitly used, since the disparity vector field can be expressed as
a function of 8 parameters. Accordingly, these parameters can be estimated from a reduced number of
disparity measurements, and global consistency of the whole disparity vector field is guaranteed.
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2 Setup

For the purpose being envisaged, the main approaches would either be based on optical flow (as in [7]),
or on correspondence/disparity mechanisms (such as the stereo setup described in [5]). The optical flow
approach uses a single camera mounted on a moving platform, but requires the knowledge of the camera
trajectory. The robot motion used for the optical flow calibration (i.e. computing the flow corresponding
to the ground plane) determines, to some extent, the permissible motion for current operation. The stereo
approach, instead, can be tested independently of the robot trajectory (even in a static case), and does not
exclude the extension to optical flow techniques. This points led to the choice of a stereo based technique.

The usual two camera setup for a stereo system has often the problem of mismatches between the camera
gains, aperture, focal length, etc, which may harden the correspondence estimation problem. The setup used
in this system is based on a single camera, hence overcoming the camera mismatch problems, and a system
of 2 flat mirrors.

Even though this setup leads to a reduced field of view (unless convex mirrors are used), only one image
acquisition needs to be performed each instant, with the right image half corresponding to one virtual camera
and the left image half, to the other virtual camera. Furthermore, a compact robust mechanical structure
can be obtained by suitable design. This setup is illustrated in Figure 1.

Figure 1: Experimental setup

3 GPOD Algorithm

The GPOD algorithm has two main steps: the computation of the reference map (initialization procedure),
and the correspondences test during normal operation.

The reference map (RM) establishes for each pixel, (xr, yr), in the right image the expected ground
matching pixel, (xl, yl), in the left image. The basic assumption is that the vehicle is moving on a ground
plane, and any point outside this plane should be considered as an obstacle.

The ground plane constraint and the left-right camera coordinate transformation are given by:

[Xl Yl Zl 1]
T

= T l
r [Xr Yr Zr 1]T (1)

A.Xr + B.Yr + C.Zr + D = 0, (2)

where (Xl, Yl, Zl) and (Xr, Yr, Zr) stand for the 3D coordinates of a given point, seen by the left or by
the right camera, and A,B,C,D define the ground plane. Using a pin-hole camera model (perspective
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projection), the correspondences between left-right image points can be obtained in closed form:

(xl, yl) = ~F(xr, yr) (3)

= ( fx(xr, yr), fy(xr, yr) ) (4)

=
1

a1xr + a2yr + 1
(b1xr + b2yr + b3, c1xr + c2yr + c3), (5)

where ~F denotes the reference map (RM), and u = [a1 a2 b1 b2 b3 c1 c2 c3]
T

is the parameter vector to be
estimated in the initialization procedure.

To estimate u, we need at least 4 point correspondences of the ground plane. Let

P = {(xl1 , yl1 , xr1
, yr1

), ..., (xlN , ylN , xrN
, yrN

)} (6)

be a set of N reference point matches (N ≥ 4). By writing equation (5) for the set of point matches in P

and rearranging the terms, the following equation system is obtained:

Mu = v (7)

where M and v depend solely on the elements of P . The parameter vector, u, can then be estimated through
the pseudo-inverse solution:

u = [MT M ]−1MT v (8)

or the simple inverse in the case of four data point matches.
An initial estimate of the RM parameters uses four patterns in the ground, which are matched manually.

A corner detection algorithm is then applied to the input images, and the resultant corner points are matched
automatically (the matching procedure being guided by the available parameterization), yielding the final
reference correspondence map (see Figure2).

During normal operation, the expected correspondences (explicit in the RM) are checked by calculating
the “Sum of Square Differences” (SSD) values for every pixel, (x, y), in the right image, (Ir), and the
potential correspondent pixel in the left image, (Il), (see Figure3c). The SSD functional is given by

ISSDtest(x, y) = SSD( Il( ~F(x, y) ), Ir(x, y) ) (9)

=

W∑

i=−W

W∑

j=−W

[ Il(fx(x, y) + i, fy(x, y) + j) − Ir(x + i, y + j) ]2, (10)

where W determines the SSD window size. A final step to detect ground plane constraint violations, consists
in applying a threshold procedure to the computed SSD values. This procedure starts by applying a global
threshold. Additionally, a second threshold is applied, based on the density of subsisting points in a given
neighbourhood, thus eliminating noisy, sparse points.

4 Results

The algorithm presented is running on a 80486/50MHz PC computer. The operating frequency is about
0.6Hz, comprising image acquisition, obstacle detection and displaying, for images of 167 columns by 216
lines1.

A disparity map computed during the calibration procedure is shown in Figure 2.
The four patterns used for the initial RM parameterization can be seen in the images of Figures 3a and

3b.
Figure 3 shows the acquired images (Figure3a, Figure3b), the SSD test output (Figure3c) and the output

image (Figure3d), with the detected obstacles shown in white.
The textured areas of the obstacle (hand) are clearly detected, except in the case where the expected

disparity is oriented along local edges, which is a known limitation in binocular stereo. However, these
results are sufficient to implement simple reactive-type obstacle avoidance strategies for mobile robots.

1It strongly depends on the image and the SSD window sizes - for the results shown, the smallest window size (3 × 3) was
used.
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Figure 2: Refence disparities map.

(a) (b)

(c) (d)

Figure 3: Results: a) left image (167 col. x 216 lines) b) right image c) SSD test output (inverted) d) final
output
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5 Conclusions

This paper describes an algorithm for fast obstacle detection, suitable for mobile robots. The method relies
upon the ground plane constraint, considering that every point outside the ground plane is an obstacle to
be detected.

An experimental setup based on a single camera and a set of 2 mirrors was proposed in order to ac-
quire a pair of stereo images. This setup not only avoids eventual parameter mismatches in a two-camera
configuration but may also lead to a more robust and compact structure.

In the absence of obstacles, a set of point correspondences is determined, and used to estimate a set
of 8 parameters which describe the correspondences between left and right images. Once in operation, the
system will only check if the expected disparity is observed (for any point laying on the ground plane) or
violated (for every other point outside the ground plane) thus detecting obstacles.

The parameterization used proved to be effective, easy to implement, and ensuring global consistency of
the disparities over the whole visual field.

The system has been implemented and led to encouraging results, described in the paper. Future de-
velopments include further optimization to accelerate the overall speed and applying these techniques on a
mobile robot to implement reactive-type obstacle avoidance mechanisms.
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