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“My dear Miss Glory, Robots are not people. They are mechanically more
perfect than we are, they have an astounding intellectual capacity...”

From the play R.U.R. (Rossum’s Universal Robots) by Karel Capek,
1920.

1 Introduction

Vision is an extraordinarily powerful sense. The ability to perceive the environment allows
for movement to be regulated by the world. Humans do this effortlessly but still lack the
understanding of how perception works. In the case of visual perception, many researchers,
from psychologists to engineers, are working on this complex problem. Our approach is
to build artificial visual systems to examine how a robot can use images, which convey
only 2D information, in a robust manner to drive its actions in 3D space. The perceptual
capabilities we developed allowed our robot to undertake everyday navigation tasks, such
as “go to the fourth office in the second corridor”.

A critical component of any perceptual system, human or artificial, is the sensing
modality used to obtain information about the environment. In the biological world, for
example, one striking observation is the diversity of “ocular” geometries. The majority
of insects and arthropods benefit from a wide field of view and their eyes have a space-
variant resolution. To some extent, the perceptual capabilities of these animals can be
explained by their specially adapted eye geometries. Similarly, in this work, we explore
the advantages of having large fields of view by using an omnidirectional camera with a
360◦ azimuthal field of view.

Once images have been acquired by the omnidirectional camera, a question arises as
to what to do with them. Should they form an internal representation of the world? Over
time, can they provide intrinsic information about the world so as no representation is
required? These fundamental questions have long been addressed by the computer vision
community and go to the heart of our current understanding of visual perception. Before
going on to detail our approach, a brief overview of this understanding will be provided.

1.1 Background

In the mid-20th Century, Gibson put forward an ecological approach to vision. Emphasis
was placed on the optic array: its invariant properties specify all information (structures
and events) about the environment. The theory is that this information should be “picked
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Figure 1: Photograph of a true fly. The azimuthal field of view of a true fly is about 360o.
Photograph courtesy of Armando Frazão (http://photo.digitalg.net/).

up” by an observer as they move through their environment. Thus, Gibson says that
perception is direct : perception and action are tightly coupled with no need for internal
representations. Given the complexity of the world, where not everything can be processed
at once, this theory suggests that perception is based on selective attention mechanisms.

In 1982, Marr put forward a computational approach to vision, which was to act as the
foundation of modern computer vision. In this work, he proposed a sequential, modular
approach to visual perception, where internal representations were a crucial component.
In this regard, Marr’s indirect computational approach differs from Gibson’s. In his com-
putational approach, you begin with a primal sketch which contains information regarding
image regions and boundaries. From this representation, you go on to build a 21

2D sketch
which specifies, from an observer’s viewpoint, an object’s orientation and depth. Finally,
you build a viewer–independent 3D model representation of the world.

1.2 Our Approach to Visual Perception

In our approach to visual perception, we follow the indirect approach and construct rep-
resentations of the world. In this sense, we agree with Marr’s mediated approach to
perception, although we depart from the sequential building of representations. At no
stage do we build full, or partial, 3D representations of the environment for autonomous
navigation1. Instead, we focus on building representations suitable to the task at hand. For
instance, when walking along a city avenue, it is sufficient to know our position to within
an accuracy of one block. However, when entering our hall door we require much more
precise movements. We propose that the internal environmental representations should be
tailored to each navigation task, in line with the information perceived from the environ-
ment. This is supported by evidence from the biological world, where many animals make
alternate use of landmark-based navigation and (approximate) route integration methods
[67].

When our robot is required to travel long distances, an appearance-based environmen-
tal representation is used to perceive the world. For precise tasks, such as docking or door
traversal, perception switches from the appearance-based method to one that relies on

1We will show that such representations are useful as a Visual Interface for a human when specifying
tasks to a semi–autonomous mobile robot.
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image features. We characterize these two modes of operation as: Topological Navigation
and Visual Path Following, respectively.

Combining long-distance/low-precision and short-distance/high-accuracy perception
modules plays an important role in finding efficient and robust solutions to the robot
navigation problem. This distinction is often overlooked, with emphasis being placed on
the construction of world models, rather than concentrating on how these models can be
used effectively.

1.3 Human–Robot Interaction

A second aspect of our work is developing user interfaces for robots using (omnidirectional)
images. From a perception perspective, our aim is to design an interface where an intuitive
link exists between how the user perceives the world and how they control the robot.
We hope to achieve this by generating a rich scene description of a remote location.
The user is free to rotate and translate this model to specify a particular destination
to the robot. Scene modelling, from a single omnidirectional image, is possible with
limited user input in the form of co-linearity, co-planarity and orthogonality properties.
While humans have an immediate qualitative understanding of the scene encompassing
co-planarity and co-linearity properties of a number of points in the scene, robots equipped
with an omnidirectional camera can take precise azimuthal and elevation measurements.

In Section 2, we present the modelling and design of omnidirectional cameras, including
details of the camera designs we used. In Section 3, we present Topological Navigation
and Visual Path Following. We provide details of the different image dewarpings (views)
available from our omnidirectional camera: standard, panoramic and bird’s–eye views.
In addition, we detail geometric scene modelling, model tracking, and appearance–based
approaches to navigation. In Section 4, we present our Visual Interface. In all cases, we
demonstrate mobile robots navigating autonomously and guided interactively in structured
environments. These experiments show that the synergetic design, combining perception
modules, navigation modalities and human–robot interaction, is effective in real–world
situations. Finally, in Section 5, we present our conclusions and future research directions.

2 Omnidirectional Vision Sensors: Modelling and Design

In 1843 [46], a patent was issued to Joseph Puchberger of Retz, Austria for the first
system that used a rotating camera to obtain omnidirectional images. The original idea
for the (static camera) omnidirectional vision sensor was initially proposed by Rees in a US
patent dating from 1970 [56]. Rees proposed the use of a hyperbolic mirror to capture an
omnidirectional image, which could then be transformed to a (normal) perspective image.

Since those early days, the spectrum of application has broadened to include such
diverse areas as tele-operation [64, 71], video conferencing [55], virtual reality [45], surveil-
lance [59], 3D reconstruction [25, 61], structure from motion [11] and autonomous robot
navigation [27, 70, 68, 76, 78]. For a survey of previous work, the reader is directed to
[75]. A relevant collection of papers, related to omnidirectional vision, can be found in
[15] and [34].

Omnidirectional images can be generated by a number of different systems which can
be classified into four distinct design groupings: Camera-Only Systems; Multi-Camera –
Multi-Mirror Systems; Single Camera – Multi-Mirror Systems, and Single Camera – Single
Mirror Systems.
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Camera-Only Systems: A popular method used to generate omnidirectional images is
the rotation of a standard CCD camera about its vertical axis. The captured information,
i.e. perspective images (or vertical line scans) are then stitched together so as to obtain
panoramic 360◦ images. Cao et al. [9] describe a system that uses a fish-eye lens [47].
Instead of relying upon a single rotating camera, a second camera-only design is to combine
cameras pointing in differing directions [22]. Here, images are acquired using inexpensive
board cameras and are again stitched together to form panoramas. Finally, Greguss [33]
developed a lens, he termed the Panoramic Annular Lens, to capture a panoramic view of
the environment.

Multi-Camera – Multi-Mirror Systems: This approach consists of arranging a clus-
ter of cameras in a certain manner along with an equal number of mirrors. Nalwa [49]
achieved this by placing four triangular planar mirrors side by side, in the shape of a pyra-
mid, with a camera under each. One significant problem with multi-camera – multi-mirror
systems is geometric registering and intensity blending the images together so as to form a
seamless panoramic view. This is a difficult problem to solve given that, even with careful
alignment, unwanted visible artifacts are often found at image boundaries. These occur
not only because of variations between the intrinsic parameters of each camera, but also
because of imperfect mirror placement.

Single Camera – Multi-Mirror Systems: The main goal behind the design of single
camera – multi-mirror systems is compactness. Single camera – multi-mirror systems are
also known as Folded Catadioptric Cameras [52]. A simple example of such a system is
that of a planar mirror placed between a light ray travelling from a curved mirror to a
camera, thus “folding” the ray. Bruckstein and Richardson [8] presented a design that
used two parabolic mirrors, one convex and the other concave. Nayar [52] used a more
general design consisting of any two mirrors with a conic-section profile.

Single Camera – Single Mirror Systems: In recent years, this system design has
become very popular; it is the approach we chose for application to visual-based robot
navigation. The basic method is to point a CCD camera vertically up, towards a mirror.

There are a number of mirror profiles that can be used to project light rays to the
camera. The first, and by far the most popular design, uses a standard mirror profile:
planar, conical, elliptical, parabolic, hyperbolic or spherical. All of the former, with obvi-
ous exception of the planar mirror, can image a 360◦ view of the environment horizontally
and, depending on the type of mirror used approximately 70◦ to 120◦, vertically. Some of
the mirror profiles, yield simple projection models. In general, to obtain such a system it is
necessary to place the mirror at a precise location relative to the camera. In 1997, Nayar
and Baker [50] patented a system combining a parabolic mirror and a telecentric lens,
which is well described by a simple model and simultaneously overcomes the requirement
of precise assembly. Furthermore, their system is superior in the acquisition of non-blurred
images.

The second design involves specifying a specialised mirror profile in order to obtain
a particular, possibly task-specific, view of the environment. In both cases, to image the
greatest field-of-view the camera’s optical axis is aligned with that of the mirrors’. A
detailed analysis of both the standard and specialised mirror designs are given in the
following Sections.
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2.1 A Unifying Theory for Single Centre of Projection Systems

Recently, Geyer and Daniilidis [30, 31] presented a unified projection model for all omni-
directional cameras with a single centre of projection. They showed that these systems
(parabolic, hyperbolic, elliptical and perspective2) can be modelled by a two-step map-
ping via the sphere. This mapping of a point in space to the image plane is graphically
illustrated in Figure 2 (left). The two steps of the mapping are as follows:

Figure 2: A Unifying Theory for all catadioptric sensors with a single centre of projection
(left). Main variables defining the projection model of non-single projection centre systems
based on arbitrary mirror profiles, F (t) (right).

1. Project a 3D world point, P = (x, y, z) to a point Ps on the sphere surface, such
that the projection is normal to the sphere surface.

2. Subsequently, project to a point on the image plane, Pi = (u, v) from a point, O on
the vertical axis of the sphere, through the point Ps.

The mapping is mathematically defined by Equation 1:[
u
v

]
=

l +m

l · r − z

[
x
y

]
,where r =

√
x2 + y2 + z2 (1)

As one can clearly see, this is a two-parameter, (l and m) representation, where l
represents the distance from the sphere centre, C to the projection centre, O and m the
distance from O to the image plane. Modelling the various catadioptric sensors with a
single centre of projection is then just a matter of varying the values of l and m in Equation
1. As an example, to model a parabolic mirror, we set l = 1 and m = 0. Then the image
plane passes through the sphere centre, C and O is located at the north pole of the sphere.
In this case, the second projection is the well known stereographic projection. We note
here that the Unifying Theory can model standard perspective cameras (i.e. the pinhole
model) when l = 0 and m = 1. In this case, O converges to C and the image plane is
located at the south pole of the sphere.

2A parabolic mirror with an orthographic lens and all of the others with a standard lens. In the case
of a perspective camera, the mirror is virtual and planar.
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2.2 Model for Non-Single Projection Centre Systems

Non-single projection centre systems cannot be represented exactly by the unified projec-
tion model. One such case is an omnidirectional camera based on an spherical mirror.
The intersections of the projection rays incident to the mirror surface, define a continuous
set of points distributed in a volume[2], unlike the unified projection model where they all
converge to a single point. In the following, we derive a projection model for non-single
projection centre systems.

The image formation process is determined by the trajectory of rays that start from
a 3D point, reflect on the mirror surface and finally intersect with the image plane. Con-
sidering first order optics [37], the process is simplified to the trajectory of the principal
ray. When there is a single projection centre it immediately defines the direction of the
principal ray starting at the 3D point. If there is no single projection centre, then we must
first find the reflection point at the mirror surface.

In order to find the reflection point, a system of non-linear equations can be derived
which directly gives the reflection and projection points. Based on first order optics [37],
and in particular on the reflection law, the following equation is obtained:

φ = θ + 2.atan(F ′) (2)

where θ is the camera’s vertical view angle, φ is the system’s vertical view angle, F denotes
the mirror shape (it is a function of the radial coordinate, t) and F ′ represents the slope
of the mirror shape. See Figure (2 (right).

Equation (2) is valid both for single [30, 1, 77, 62], and non-single projection centre
systems [10, 38, 13, 27]. When the mirror shape is known, it provides the projection
function. For example, consider the single projection centre system combining a parabolic
mirror, F (t) = t2/2h with an orthographic camera [51], one obtains the projection equa-
tion, φ = 2atan(t/h) relating the (angle to the) 3D point, φ and an image point, t.

In order to make the relation between world and image points explicit it is only nec-
essary to replace the angular variables by cartesian coordinates. We do this assuming the
pin-hole camera model and calculating the slope of the light ray starting at a generic 3D
point (r, z) and hitting the mirror:

θ = atan

(
t

F

)
, φ = atan

(
− r − t

z − F

)
. (3)

The solution of the system of Equations (2) and (3) gives the reflection point, (t, F ) and
the image point (f.t/F, f) where f is the focal length of the lens.

2.3 Design of Standard Mirror Profiles

Omnidirectional camera mirrors can have standard or specialised profiles, F (t). In stan-
dard profiles the form of F (t) is known, we need only to find its parameters. In the
specialised profiles the form of F (t) is also a degree of freedom to be derived numerically.
Before detailing the design methodology, we introduce some useful properties.

Property 1 (Maximum vertical view angle) Consider a catadioptric camera with a
pin-hole at (0, 0) and a mirror profile F (t), which is a strictly positive C1 function, with
domain [0, tM ] that has a monotonically increasing derivative. If the slope of the light
ray from the mirror to the camera, t/F is monotonically increasing then the maximum
vertical view angle, φ is obtained at the mirror rim, t = tM .
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Proof: from Eq.(2) we see that the maximum vertical view angle, φ is obtained when
t/F and F ′ are maximums. Since both of these values are monotonically increasing, then
the maximum of φ is obtained at the maximal t, i.e. t = tM .

�
The maximum vertical view angle allows us to precisely set the system scaling prop-

erty. Let us define the scaling of the mirror profile (and distance to camera) F (t) by
(t2, F2)

.= α.(t, F ), where t denotes the mirror radial coordinate. More precisely, we are
defining a new mirror shape F2 function of a new mirror radius coordinate t2 as:

t2
.= αt ∧ F2(t2)

.= αF (t). (4)

This scaling preserves the geometrical property:

Property 2 (Scaling) Given a catadioptric camera with a pin-hole at (0, 0) and a mirror
profile F (t), which is a C1 function, the vertical view angle is invariant to the system scaling
defined by Eq.(4).

Proof: we want to show that the vertical view angles are equal at corresponding
image points, φ2(t2/F2) = φ(t/F ) which, from Eq.(2), is the same as comparing the
corresponding derivatives F ′

2(t2) = F ′(t) and is demonstrated using the definition of the
derivative:

F ′
2(t2) = lim

τ2→t2

F2 (τ2)− F2 (t2)
τ2 − t2

= lim
τ→t

F2 (ατ)− F2 (αt)
ατ − αt

= lim
τ→t

αF (τ)− αF (t)
ατ − αt

= F ′(t)

�
Simply put, the scaling of the system geometry does not change the local slope at

mirror points defined by fixed image points. In particular, the mirror slope at the mirror
rim does not change and therefore the vertical view angle of the system does not change.

Notice that despite the vertical view angle remaining constant the observed 3D region
actually changes but usually in a negligible manner. As an example, if the system sees an
object 1 metre tall and the mirror rim is raised 5 cm due to a scaling, then only those 5
cm become visible on top of the object.

Standard mirror profiles are parametric functions and hence implicitly define the design
parameters. Our goal is to specify a large vertical field of view, φ given the limited field
of view of the lens, θ. In the following we detail the designs of cameras based on spherical
and hyperbolic mirrors, which are the most common standard mirror profiles.

Cameras based on spherical and hyperbolic mirrors, respectively, are described by the
mirror profile functions:

F (t) = L−
√

R2 − t2 and F (t) = L+
a

b

√
b2 + t2 (5)

where R is the spherical mirror radius, (a, b) are the major and minor axis of the hyperbolic
mirror and L sets the camera to mirror distance (see Fig.3). As an example, when L = 0
for the hyperbolic mirror, we obtain the omnidirectional camera proposed by Chahl and
Srinivasan’s [10]. Their design yields a constant gain mirror that linearly maps 3D vertical
angles into image radial distances.

Chahl and Srinivasan’s design does not have the single projection centre property,
which is obtained placing the camera at one hyperboloid focus, i.e. L =

√
a2 + b2, as

Baker and Nayar show in [1] (see Fig.3 (right). In both designs the system is described
just by the two hyperboloid parameters, a and b.
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Figure 3: Catadioptric Omnidirectional Camera based on a spherical (left) or an a hyper-
bolic mirror (right). In the case of a hyperbolic mirror L = 0 or L = c and c =

√
a2 + b2.

In order to design the spherical and hyperbolic mirrors, we start by fixing the focal
length of the camera, which directly determines the view field θ. Then the maximum
vertical view field of the system, φ, is imposed with the reflection law Eq.(2). This gives
the slope of the mirror profile at the mirror rim, F ′. Stating, without loss of generality,
that the mirror rim has unitary radius (i.e. (1, F (1)) is a mirror point), we obtain the
following non-linear system of equations:{

F (1) = 1/ tan θ
F ′(1) = tan (φ− θ) /2

. (6)

The mirror profile parameters, (L,R) or (a, b), are embedded in F (t), and are therefore
found solving the system of equations.

Since there are minimal focusing distances, Dmin which depend on the particular lens,
we have to guarantee that F (0) ≥ Dmin. We do this applying the scaling property (Eq.(4)).
Given the scale factor k = Dmin/F (0) the scaling of the spherical and hyperbolic mirrors
is applied respectively as (R,L)← (k.R, k.L) and (a, b)← (k.a, k.b). If the mirror is still
too small to be manufactured then an additional scaling up may be applied. The camera
self-occlusion becomes progressively less important when scaling up.

Figure 4: Omnidirectional camera based on a spherical mirror (left), camera mounted on
a Labmate mobile robot (middle) and omnidirectional image (right).

Figure 4 shows an omnidirectional camera based on a spherical mirror, built in house
for the purpose of conducting navigation experiments. The mirror was designed to have
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a view field of 10o above the horizon line. The lens has f = 8mm (vertical view field, θ is
about ±15o on a 6.4mm×4.8mm CCD). The minimal distance from the lens to the mirror
surface was set to 25cm. The calculations indicate a spherical mirror radius of 8.9cm.

2.4 Design of Constant Resolution Cameras

Constant Resolution Cameras, are omnidirectional cameras that have the property of lin-
early mapping 3D measures to imaged distances. The 3D measures can be either elevation
angles, vertical or horizontal distances (see Fig.5). Each linear mapping is achieved by
specializing the mirror shape.

Some constant resolution designs have been presented in the literature, [10, 38, 13, 30]
with a different derivation for each case. In this section, we present a unified approach
that encompasses all the previous designs and allows for new ones. The key idea is to
separate the equations for the reflection of light rays at the mirror surface and the mirror
Shaping Function, which explicitly represents the linear projection properties to meet.

Figure 5: Constant vertical, horizontal and angular resolutions (respectively left, middle
and right schematics). Points on the line l are linearly related to their projections in pixel
coordinates, ρ.

The Mirror Shaping Function

Combining the equations that describe the non-single projection centre model (Eqs. (2) and
(3)) and expanding the trigonometric functions, one obtains an equation of the variables
t, r, z encompassing the mirror shape, F and slope, F ′:

t
F + 2 F ′

1−F ′2

1− 2 tF ′
F(1−F ′2)

= − r − t

z − F
(7)

This is Hicks and Bajcsy’s differential equation relating 3D points, (r, z) to the reflection
points, (t, F (t)) which directly imply the image points, (t/F, 1) [38]. We assume without
loss of generality that the focal length, f is 1, since it is easy to account for a different
(desired) value at a later stage.

Equation 7 allows to design a mirror shape, F (t) given a desired relationship between
3D points, (r, z) and the corresponding images, (t/F, 1). In order to compute F (t), it is
convenient to have the equation in the form of an explicit expression for F ′ 3. Re-arranging

3Having an explicit formula for F ′ allows to directly use matlab’s ode45 function
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Eq.(7) results in the following second order polynomial equation:

F ′2 + 2αF ′ − 1 = 0 (8)

where α is a function of the mirror shape, (t, F ) and of an arbitrary 3D point, (r, z):

α =
− (z − F )F + (r − t) t
(z − F ) t+ (r − t)F

(9)

We call α the mirror Shaping Function, since it ultimately determines the mirror shape
by expressing the relationship that should be observed between 3D coordinates, (r, z) and
those on the image plane, determined by t/F . In the next section we will show that the
mirror shaping functions allow us to bring the desired linear projection properties into the
design procedure.

Concluding, to obtain the mirror profile first we specify the shaping function, Eq.(9)
and then solve Eq.(8), or simply integrate:

F ′ = −α±
√

α2 + 1 (10)

where we choose the + in order to have positive slopes for the mirror shape, F .

Setting Constant Resolution Properties

Our goal is to design a mirror profile to match the sensor’s resolution in order to meet, in
terms of desired image properties, the application constraints. As shown in the previous
section, the shaping function defines the mirror profile, and here we show how to set it
accordingly to the design goal.

For constant resolution mirrors, we want some world distances, D, to be linearly
mapped to (pixel) distances, p, measured in the image sensor, i.e. D = a0.p + b0 for
some values of a0 and b0 which mainly determine the visual field.

When considering conventional cameras, pixel distances are obtained by scaling metric
distances in the image plane, ρ. In addition, knowing that those distances relate to the
slope t/F of the ray of light intersecting the image plane as ρ = f. t

F . The linear constraint
may be conveniently rewritten in terms of the mirror shape as:

D = a.t/F + b (11)

Notice that the parameters a and b can easily be scaled to account for a desired focal
length, thus justifying the choice f = 1.

We now specify which 3D distances, D(t/F ), should be mapped linearly to pixel coor-
dinates, in order to preserve different image invariants (e.g. ratios of distances or angles
in certain directions).

Constant Vertical Resolution - The aim of the first design procedure is to preserve
the relative vertical distances of points located at a fixed distance, C, from the camera’s
optical axis. In other words, if we consider a cylinder of radius, C, around the camera
optical axis, we want to ensure that ratios of distances, measured in the vertical direction
along the surface of the cylinder, remain unchanged when measured in the image. Such
invariance should be obtained by adequately designing the mirror profile - yielding a
constant vertical resolution mirror.

The derivation described here follows closely that presented by Gaechter and Pajdla
in [23]. The main difference consist of a simpler setting for the equations describing the
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Linear Property Mirror Shaping Function

z = a.t/F + b
r = C

α =
− (

a t
F + b− F

)
F + (C − t) t(

a t
F + b− F

)
t+ (C − t)F

(12)

r = a.t/F + b
z = C

α =
− (C − F )F +

(
a t

F + b− t
)
t

(C − F ) t+
(
a t

F + b− t
)
F

(13)

ϕ = a.t/F + b
r = C.cos(ϕ)
z = C.sin(ϕ)

α =
− (

C sin(a t
F + b)− F

)
F +

(
C cos(a t

F + b)− t
)
t(

C sin(a t
F + b)− F

)
t+

(
C cos(a t

F + b)− t
)
F
(14)

Table 1: Mirror Shaping Functions for constant vertical, horizontal and angular resolu-
tions.

mirror profile. We start by specialising the linear constraint in Eq.(11) to relate 3D points
of a vertical line l with pixel coordinates (see Fig.5). Inserting this constraint into Eq.(9)
we obtain the specialised shaping function of Eq.(12).

Hence, the procedure to determine the mirror profile consists of integrating Eq.(10)
using the shaping function of Eq.(12), while t varies from 0 to the mirror radius. The
initialization of the integration process is done by computing the value of F (0) that would
allow the mirror rim to occupy the entire field of view of the sensor.

Constant Horizontal Resolution (Bird’s Eye View) - Another interesting design
possibility for some applications is that of preserving ratios of distances measured on the
ground plane. In such a case, one can directly use image measurements to obtain ratios
of distances or angles on the pavement (which can greatly facilitate navigation problems
or visual tracking). Such images are also termed Bird’s eye views.

Figure 5 shows how the ground plane, l, is projected onto the image plane. The
camera-to-ground distance is represented by −C (C is negative because the ground plane
is lower than the camera centre) and r represents radial distances on the ground plane.
The linear constraint inserted into Eq.(9) yields a new shaping function (as in Eq.(13)),
which after integrating Eq.(10) results in the mirror profile proposed by Hicks and Bajcsy
[38].

Constant Angular Resolution - One last case of practical interest is that of obtaining
a linear mapping from 3D points spaced by equal angles to equally distant image pixels, i.e.
designing a constant angular resolution mirror. Figure 5 shows how the spherical surface
with radius C surrounding the sensor is projected onto the image plane. In this case the
desired linear property relates angles with image points. Then, placing the constraints
into Eq.(9) we finally obtain Eq.(14).

Integrating Eq.(10), using the shaping function just obtained (Eq.(14)), would result
in a mirror shape such as the one of Chahl and Srinivasan [10]. The difference is that
in our case we are imposing the linear relationship from 3D vertical angles, ϕ directly to
image points, (t/F, 1) instead of angles relative to the camera axis, atan(t/F ).
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Shaping functions for Log-polar Sensors - Log-polar cameras are imaging devices
that have a spatial resolution inspired by the human-retina. Unlike standard cameras,
the resolution is not constant on the sensing area. More precisely, the density of the pix-
els is higher in the centre and decays logarithmically towards the image periphery. The
organisation of the pixels also differs from the standard cameras, as a log-polar camera
consists of a set of concentric circular rings, each one with a constant number of pixels.
Advantageously, combining a log-polar camera with a convex mirror results in an omni-
directional imaging device where the panoramic views are extracted directly due to the
polar arrangement of the sensor.

In a log-polar camera, the relationship of the linear distance, ρ, measured on the
sensor’s surface and the corresponding pixel coordinate, p, is specified by p = logk(ρ/ρ0),
where ρ0 and k stand for the fovea radius and the rate of increase of pixel size towards
the periphery.

As previously stated, our goal consists of setting a linear relationship between world
distances (or angles), D and corresponding (pixel) distances, p. Combining into the linear
relationship the perspective projection, ρ = t/F and the logarithmic law of the log-polar
camera, results in the following constraint:

D = a. log(t/F ) + b (15)

The only difference in the form of the linear constraint when using conventional or
log-polar cameras, Eqs. (11) and (15), is that the slope t/F is replaced by its logarithm.
Hence, replacing the slope by its log directly in Eqs. (12), (13) and (14), results in the
desired shaping functions for the log-polar camera.

Concluding, we obtained a design methodology of constant resolution omnidirectional
cameras, that is based on a shaping function whose specification allows us to choose a
particular linear property. This methodology generalises a number of published design
methods for specific linear properties. For example the constant vertical resolution design
results in a sensor equivalent to that of Gaechter et al [23]. Of particular interest is a con-
stant angular resolution sensor, that is an implementation of a spherical sensor providing
a constant number of pixels per solid angle. This is similar to Conroy and Moore’s design
[13], but with the difference that, due to the nature of the log-polar camera, we do not
need to compensate for lesser pixels when moving closer to the camera axis.

Figure 6 shows an omnidirectional based on the prototype log-polar camera Svavisca
[43]. The mirror is a combined design, encompassing constant vertical and horizontal
resolutions, respectively, in the outer and in the two inner annular regions. Vertical and
ground patterns in the real world are use to test for linear properties. The panoramic
image results from a direct read out of the sensor and the bird’s eye views are obtained
after a change from polar to cartesian coordinates. In the panoramic image, the vertical
sizes of black squares are equal to those of the white squares, thus showing linearity from
3D measures to image pixel coordinates. In the bird’s eye views the rectilinear pattern of
the ground was successfully recovered.

2.5 The Single Centre of Projection Revisited

A question related to the use of non-single centre of projection sensors is how different they
are from single projection centre ones? What is the degree of error induced by a locus of
viewpoints? We have studied this problem using the catadioptric sensor with a spherical
mirror [25]. As outlined in Section 2.1, the Unifying Theory covers all catadioptric sensors
with a single centre of projection. A projection model governing a catadioptric sensor with
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Figure 6: Svavisca camera equipped with the combined mirror (left) and world scene with
regular patterns distributed vertically and over the floor (middle). Panoramic and bird’s
eye views (right). The bird’s eye views have a transformation from cartesian to polar
coordinates. The bird’s eye view at right originated from the fovea area.

a generic mirror profile is given in Section 2.2. If the Unifying Theory can approximate a
non-single centre of projection camera, one would expect that - using both models - the
error between projecting 3D points to the image plane would be small. It turns out that
for real-world points further than 2m away from the catadioptric sensor the error in the
image plane is less than 1 pixel.

Derrin and Konolige [18] also approximated a single centre of projection but used a
concept they termed iso-angle mapping. They constructed a virtual system by displacing
all incoming rays, each having a unique Euler angle, so as they converged at a single
point. Thus, their method produced a camera with a single centre of projection, imaging
a distorted scene. Since they did not derive an analytical expression for the distortion, it
was measured as a change in the height of a small object, given a change in its elevation
angle and remained less than 2.5%.

Concluding, many omnidirectional vision systems, despite not having a single projec-
tion centre, can be accurately described by a single projection centre model. In this way
models based on the single projection centre property may become the most common, in
the same way as the pin-hole model is used for standard cameras even when it is just an
approximation valid for the tasks at hand.

3 Environmental Perception for Navigation

Traditionally, localisation has been identified as a principal perceptual component of the
navigation system of a mobile robot [44]. This drove continuous research and development
on sensors providing direct localisation measurements.

There is a large variety of self-localisation solutions available [4] in the literature. How-
ever, in general they are characterised by a hard and limiting tradeoff between robustness
and cost. As paradigmatic and extreme examples we can refer to solutions based on arti-
ficial landmarks (beacons) and those based on odometry. Solutions based on beacons are
robust but expensive in terms of the materials, installation, maintenance or configuration
to fit a specific new purpose. The solutions based on odometry are inexpensive, but since
they rely on the integration of the robot’s internal measurements, i.e. not grounded to the
world, errors accumulate over time.

We use vision to sense the environment as it allows navigation to be regulated by
the world. In particular, we have noted the advantages of omnidirectional vision for nav-
igation, including its flexibility for building environmental representations. Our robot
combines two main navigation modalities: Visual Path Following and Topological Navi-
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gation. In Visual Path Following, the short-distance / high-accuracy navigation modality,
the orthographic view of the ground plane is a convenient world model as it makes sim-
ple representing / tracking ground plane features and computing the pose of the robot.
Panoramic views are a complementary representation, which are useful in the identifica-
tion and extraction of vertical line features. These types of views are easily obtained from
omnidirectional cameras using image dewarpings.

In Topological Navigation, the large-distance low-precision navigation modality, om-
nidirectional images are used in their raw format to characterise the environment by its
appearance. Omnidirectional images are advantageous as they are more robust to occlu-
sions created e.g. by humans. Visual servoing is included in topological navigation as
the means of providing local control. This eliminates the need to built highly detailed
environment representations, thus saving computational (memory) resources.

In summary, both Visual Path Following and Topological Navigation rely upon en-
vironmental perception (self-localisation) for regulating the movement. The main point
here is that perception is linked to internal representations of the world which are chosen
according to the tasks at hand. We will now detail Geometrical Representations for precise
self-localisation, necessary for Visual Path Following, and Topological Representations for
global positioning leading, necessary for Topological Navigation.

3.1 Geometric Representations for Precise Self-Localisation

Robot navigation in cluttered or narrow areas, such as when negotiating a door traversal,
requires precise self-localisation in order to be successful. In other words, the robot has
to be equipped with precise environmental perception capabilities.

Vision-based self-localisation derives robot poses from images. It encompasses two
principal stages: image processing and pose-computation. Image processing provides the
tracking of features in the scene. Pose-computation is the geometrical calculation to
determine the robot pose from feature observations, given the scene model.

Designing the image processing level involves modelling the environment. One way to
inform a robot of an environment is to give it a CAD model, as in the work of Kosaka and
Kak [42], recently reviewed in [19]. The CAD model usually comprises metric values that
need to be scaled to match the images acquired by the robot. In our case, we overcome
this need by defining geometric models composed of features of the environment directly
extracted from images.

Omnidirectional cameras based on standard mirror profiles, image the environment
features with significant geometrical distortion. For instance, a corridor appears as an
image band of variable width and vertical lines are imaged radially. Omnidirectional
images must therefore be dewarped in order to maintain the linearity of the imaged 3D
straight lines.

Pose-computation, as the robot moves in a plane, consists of estimating a 2D position
and an orientation. Assuming that the robot knows fixed points in the environment (land-
marks) then there are two main methods of self-localisation relative to the environment:
trilateration and triangulation [4]. Trilateration is the determination of a vehicle’s position
based on distance measurements to the landmarks. Triangulation has a similar purpose
but is based on bearing measurements.

In general, a single image taken by a calibrated camera provides only bearing measure-
ments. Thus, triangulation is a more “natural” way to calculate self-localisation. However,
there are some camera poses / geometries that provide more information. For example,
a bird’s eye view image (detailed in the following subsection) provides an orthographic

14



view of the ground plane, providing simultaneous observation of bearings and distances to
floor landmarks. Given distances and bearings, the pose-computation is simplified to the
calculation of a 2D rigid transformation.

The fact that the pose-computation is based on feature locations, implies that they
contain errors, propagated from the feature tracking process. To overcome this, we propose
a complimentary pose-computation optimisation step, based on a photometric criterium.
We term this optimisation fine pose adjustment, as opposed to the pose-computation based
on the features which is termed coarse pose computation. It is important to note that the
pose-estimation based on features is important for providing an initial guess for the fine
pose adjustment step.

Image Dewarpings for Scene Modelling

Images acquired with an omni-directional camera, e.g. based on a spherical or hyperbolic
mirror, are naturally distorted. Knowing the image formation model, we can correct some
distortions to obtain Panoramic or Bird’s Eye Views.

The panoramic view groups together, in each scan line, the projections of all visible
points, at a constant angle of elevation. The bird’s eye view is a scaled orthographic
projection of the ground plane. These views are advantageous e.g. for extracting and
tracking vertical and ground plane lines.

Panoramic and Bird’s Eye Views are directly obtained by designing custom shaped
mirrors. An alternative approach, as described next, is to simply dewarp the omnidirec-
tional images to the new views.

Panoramic View: 3D points at the same elevation angle from the axis of the cata-
dioptric omnidirectional vision sensor, project to a 2D circle in the image. Therefore, the
image dewarping is defined simply as a cartesian to polar coordinates change:

I(α,R) = I0 (R cos(α) + u0, R sin(α) + v0)

where (u0, v0) is the image centre, α and R are the angle and radial coordinates. The
steps and range of α and R are chosen according to the resolution, and covering all the
effective area, of the omnidirectional image. One rule for selecting the step of α is to make
the number of columns of the panoramic image equal to the perimeter of the middle circle
of the omnidirectional image. Hence inner circles are over-sampled and outer circles are
sub-sampled. This rule gives a good tradeoff between data loss due to sub-sampling and
memory consumption for storing the panoramic view.

Bird’s Eye View: In general, 3D straight lines are imaged as curves in the omnidi-
rectional image. For instance, the horizon line is imaged as a circle. Only 3D lines that
belong to vertical planes containing camera and mirror axis project as straight (radial)
lines.

In order to dewarp an omnidirectional image to a bird’s eye view, notice that the
azimuthal coordinate of a 3D point is not changed by the imaging geometry of the omni-
directional camera. Therefore, the dewarping of an omnidirectional image to a bird’s eye
view is a radial transformation. Hence, we can build a 1D look up table relating a num-
ber of points at different radial distances in the omnidirectional image and the respective
real distances. The 1D look up table is the radial transformation to be performed for all
directions on an omnidirectional image in order to obtain the bird’s eye view.
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Figure 7: Image dewarping for bird’s eye and panoramic views. (Top-left) original omni-
directional image, (top-right) bird’s eye view and (bottom) panoramic view.

However, the data for building the look up table is usually too sparse. In order to
obtain a dense look up table we use the projection model of the omnidirectional camera.
Firstly, we rewrite the projection operator, Pρ in order to map radial distances, ρground

measured on the ground plane, to radial distances, ρimg, measured in the image:

ρimg = Pρ(ρground, ϑ) (16)

Using this information, we build a look up table that maps densely sampled radial
distances from the ground plane to the image coordinates. Since the inverse function
cannot be expressed analytically, once we have an image point, we search the look up
table to determine the corresponding radial distance on the ground plane.

Figure 7 illustrates the dewarpings of an omnidirectional image to obtain the Bird’s
Eye and Panoramic Views. Notice that the door frames are imaged as vertical lines in the
Panoramic view and the corridor guidelines are imaged as straight lines in the Bird’s Eye
view, as desired.

As a final remark, notice that our process to obtain the look up table encoding the
Bird’s Eye View, is equivalent to performing calibration. However, for our purposes a
good dewarping is simply the one that makes ground plane straight lines appear straight
in the Bird’s Eye View.

As long as the mirror, camera and support (mobile platform) remain fixed to each
other, the dewarpings for panoramic and bird’s eye views are time invariant and can be
programmed with 2D lookup tables. The dewarpings are done efficiently in this way.

Doing fixed image dewarpings is actually a way to do (or help) Scene Modelling. The
image dewarpings make geometrical properties of the scene clearly evident and as such
simplify scene modelling to collecting a number of features.
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Geometric Scene Modelling and Model Tracking

Geometric models of the scene are collections of segments identified in Bird’s Eye and
Panoramic views 4. Ground segments are rigidly interconnected in the Bird’s Eye views
while vertical segments will vary their locations according to the viewer location. Consid-
ering both types of segments, the models are “wire-frames” whose links change according
to the viewpoint.

Each scene model must have a minimal number of features (line segments) in order to
allow self-localisation. One line of the ground plane permits finding only the orientation
of the robot and gives a single constraint on its localisation. Two concurrent ground lines,
or one ground and one vertical, already determine robot position and orientation. Given
three lines either all vertical, one on the ground, two on the ground (not parallel) or three
on the ground (not all parallel), always permit us to compute the pose and therefore form
valid models 5.

Figure 8: Geometric models for a door crossing experiment. The segments composing
the model (bottom right) are illustrated in the panoramic and bird’s eye view images,
respectively (top and bottom left).

Figure 8 shows one example of modelling the scene using line segments observed directly
in the scene. The model is composed of three ground lines, two of which are corridor
guidelines, and eight vertical segments essentially defined by the door frames. A single
door frame (i.e. two vertical lines) and one corridor guideline would suffice but it is
beneficial to take more lines than minimally required in order to improve the robustness
of self-localisation.

In order to represent a certain scene area, and to meet visibility6 and quality criteria,
a minimal number of segments are required. Models characterising different world regions
are related by rigid 2D transformations. These transformations are firstly defined between
every two neighbour models at locations where both models are (partially but with enough

4Despite the fact that localisation can be based on tracked image corners [58], more robust and stable
results are obtained with line segments as noted for example by Spetsakis and Aloimonos in [60].

5Assuming known the xy coordinates of the intersection of the vertical line(s) with the ground plane.
6see Talluri and Aggarwal in [63] for a geometrical definition of visibility regions
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relevance) visible. Navigation is therefore possible in the area composed as a union of
individual areas, provided by each individual model.

Assuming that the robot pose evolves smoothly over time, the model segments need to
be detected only once – at the initialisation stage. From then on, we need only track them,
which is much more efficient in computational terms. We track both edges lying on the
ground plane and vertical edge segments, using respectively the bird’s eye and panoramic
views (details in [28]).

Pose computation

The self-localisation procedure is based on the tracking of the geometric models. The
tracking of the models requires rigidity of the world structure (but naturally not rigidity
of the observed model segments themselves).

A simple method of calculating pose from the models arises when the segments of the
model intersect at ground points (as in the model shown in figure 8). In this case, the
model, despite encompassing ground and vertical segments, is simplified to the case of a set
of ground points. This set of points moves rigidly in the Bird’s Eye View, and therefore self-
localisation is in essence the computation of the 2D transformation tracking the movement
of the points. This method requires intersecting segments, which is similar to tracking
corners but in a much more stable manner. This is especially true when dealing with
long segments, as the noise in the orientation of small segments may become significant,
affecting the computation of the intersections and the quality of corner estimates.

Alternatively, localisation is achieved through an optimisation procedure, namely min-
imizing the distance between model and observed line segments, directly at the pose
parameters. Intuitively, the best pose estimate should align the scene model and the ob-
served lines as well as possible. This is computationally more expensive, but more robust
to direction errors on the observed line segments [26].

Defining pose as x = [x y θ] and the distance between the segments ab and cd as
d (cd, ab) = f (c− a, b− a)+f (d− a, b− a) where a, b, c, d are the segment extremal points
and f is the normalised internal product, f(v,v0) =

∣∣vT .v⊥
0

∣∣/∥∥v⊥
0

∥∥, the problem of pose
estimation based on the distance between model and observed segments can be expressed
by the minimization of a cost functional:

x∗ = argx min
∑

i

d (si, s0i(x)) (17)

where si stands for observed vertical and ground line segments, and s0i indicates the model
segments (known a priori). The minimization is performed with a generic gradient descent
algorithm provided that the initialisation is close enough. For the initial guess of the pose
there are also simple solutions such as using the pose at the previous time instant or, when
available, an estimate provided by e.g. a 2D rigid transformation of ground points or by
a triangulation method [3].

The self-localisation process as described by Eq.(17), relies exclusively on the observed
segments, and looks for the best robot pose justifying those observations on the image
plane. Despite the optimization performed for pose-computation, there are residual errors
that result from the low-level image processing, segment tracking, and from the method
itself. Some of these errors may be recovered through the global interpretation of the
current image with the a priori geometric model. Since the model is composed of segments
associated with image edges, we want to maximize the sum of gradients, ∇I at every point
of the model wire-frame, {Pi}. Denoting the pose by x then the optimal pose x∗ is obtained
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as:
x∗ = argx maxµ(x) = argx max

∑
i

|∇I (P(Pi;x))| (18)

where P is the projection operator and µ(x) represents the (matching) merit function.
Given an initial solution to Eq.(17), the final solution can be found by a local search on
the components of x.

Usually, there are model points that are non-visible during some time intervals while
the robot moves. This is due, for example, to camera (platform) self-occlusion or to the
finite dimensions of the image. In these cases, the merit matching merit function does not
smoothly evolve with pose changes: it is maximized by considering the maximum number
of points possible, instead of the true segment pose. Therefore, we include a smoothness
prior to the function. One solution is to maintain the gradient values at control points of
the model for the images when they are not visible.

Visual Path Following

Visual Path Following can be described in a simple manner as a trajectory following
problem, without having the trajectory explicitly represented in the scene. The trajectory
is only a data structure learnt from example / experience or specified through a visual
interface.

Visual Path Following combines the precise self-localisation (detailed in the preceding
sections) with a controller that generates the control signals for moving the robot, such as
that proposed by de Wit et al [16].

Experiments were conducted using an omnidirectional camera with a spherical mirror
profile (shown in Fig.4), mounted on a TRC labmate mobile robot. Figure 9 illustrates
tracking and self-localization while traversing a door from the corridor into a room. The
tracked features (shown as black circles) are defined by vertical and ground-plane segments,
tracked in bird’s eye view images.

Currently, the user initializes the relevant features to track. To detect the loss of
tracking during operation, the process is continuously self-evaluated by the robot, based
on gradient intensities obtained within specified areas around the landmark edges (Eq.18).
If these gradients decrease significantly compared to those expected, a recovery mechanism
is launched.

The appropriate choice of the sensor and environmental representations, taking into
account the task at hand, results in an efficient methodology that hardwires some tasks
requiring precise navigation.

3.2 Topological Representations

A topological map is used to describe the robot’s global environment and obtain its qual-
itative position when travelling long distances. It is represented as a graph: nodes in
the graph correspond to landmarks, i.e. distinctive places such as corners. Links con-
nect nodes and correspond to environmental structures that can be used to control the
pose of the robot. In order to effectively use this graph the robot must be able to travel
along a corridor, recognize the ends of a corridor, make turns, identify and count door
frames. These behaviours are implemented through an appearance based system and a
visual servoing strategy.

An appearance based system [48] is one in which a run–time image is compared to a
database set for matching purposes. For example, in our corridor scene, the appearance
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Figure 9: Feature tracking at three instants (a,b,c), scene-model tracking in the robot
coordinate system (d) and the self-localisation result obtained by fixing the tracked scene-
model (e).

based system provides qualitative estimates of robot position and recognizes distinctive
places such as corner or door entrances.

Therefore, the topological map is simply a collection of inter-connected images. To go
from one particular locale to another, we do not have to think in precise metric terms.
For example, to move the robot from one corner to the opposite one we may indicate to
the robot to follow one corridor until the first corner and then to follow the next corridor
until the next corner, thus reaching the desired destination, or to complete more complex
missions such as “go to the third office on the left-hand side of the second corridor”.

To control the robot’s trajectory along a corridor, we detect the corridor guidelines
and generate adequate control signals to keep the robot on the desired trajectory. This
processing is performed on bird’s eye views of the ground plane, computed in real-time.

When compared to geometric approaches, topological maps offer a parsimonious rep-
resentation of the environment, are highly computationally efficient [65], scale easily and
can explicitly represent uncertainties in the real world [6].

3.3 Image Eigenspaces as Topological Maps

In general, sizeable learning sets are required to map the environment and so matching
using traditional techniques, such as correlation, would incur a very high computational
cost. If one considers the images as points in space, it follows that they shall be scattered
throughout this space, only if they differ significantly from one other. However, many real-
world environments (offices, highways etc.) exhibit homogeneity of structure, leading to
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a large amount of redundant information within the image set. Consequently, the images
are not scattered throughout a high dimensional space but – due to their similarity – lie
in a lower dimensional subspace.

We implement dimensionality reduction using the classical procedure of Principal Com-
ponent Analysis (PCA)7, as described by Murase and Nayar in [48], and detailed by Win-
ters in [73] or Gaspar, Winters and Santos-Victor in [27]. Simply put, Principal Component
Analysis reduces the dimensionality of a set of linearly independent input variables,
while still accurately representing most of the original data. The reconstruction of this
original data is optimal in the sense that the mean square error between it and the original
data is minimized.

Imagine that we represent images as L-dimensional vectors in R
L. Due to the similarity

between images (data redundancy) these vectors will not span the entire space of R
L

but rather, they will be confined (or close, to be more precise) to a lower-dimensional
subspace, R

M where M << L. Hence, to save on computation, we can represent our
images by their co-ordinates in such a lower-dimensional subspace, rather than using all of
the pixel information. Each time a new image is acquired, its capture position can easily
be determined by projecting it into the lower-dimensional subspace and finding its closest
match from the a priori set of points (images).

A basis for such a linear subspace can be found through PCA, where the basis vectors
are denominated Principal Components. They can be computed as the eigenvectors
of the covariance matrix of the normalised set of images acquired by the robot. The
number of eigenvectors that can be computed in such a way is the same as the number of
images in the input data, and the eigenvectors are the same size as the images.

Each reference image is associated with a qualitative robot position (e.g. half way along
the corridor). To find the robot position in the topological map, we have to determine the
reference image that best matches the current view. The distance between the current
view and the reference images can be computed directly using their projections (vectors)
on the lower dimensional eigenspace. The distance is computed between M-dimensional
coefficient vectors (typically 10 to 12), as opposed to image size vectors (128 × 128). The
position of the robot is that associated with the reference image having the lowest distance.

When using intensity images, comparison of images is essentially a sum of squared
differences of brightness (radiance) values and because of this the robot is prone to mis-
calculating its location where large non-uniform deviations in illumination occur. This
can be overcome by using edge images, although these are not robust to edge-point posi-
tion errors. The solution therefore, is to compare shapes instead of edge-points, or more
specifically the distance between shapes present in both images. There are several possible
definitions of the distance between shapes. Two very well known are chamfer distance and
the the Hausdorff distance.

Localisation Based on the Chamfer Distance

The chamfer distance is based on the correlation of a template edge-image with a distance
transformed image. The distance transform of an edge-image is an image of the same
size as the original, that indicates at each point the distance to the closest edge point
[5, 29, 14].

The chamfer distance transform8 is computed from an edge-image using the forward
7It is sometimes known as the application of the Karhunen-Loève transform [53, 66].
8Not to be confused with the chamfer distance between two shapes. The chamfer distance transform is

an image processing operation useful for computing the chamfer distance of two shapes.
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and backward masks shown in figure 10 [5, 29]. There are various possible values for the
constants in the masks. We use the values according to Montanari’s metric [14].

Figure 10: Forward and backward masks for computing the distance transform. The
element in bold face indicates the centre of the mask.

The constants shown in the masks are added to each of the local values and the resulting
value of the mask computation is the minimum of the set. Both masks are applied along
the rows of the initialised image.

Figure 11 shows the distance transform of the edges of an omnidirectional image. We
remove the inner and outer parts of the omnidirectional image as they contain artifact
edges, i.e. edges not related to the scene itself, created by the mirror rim and the robot
plus camera self-occlusion.

Figure 11: Distance transform: (top) original omnidirectional image and mask showing in
grey the region of interest, (bottom) edges found in the region of interest and the distance
transform of the edge-image.

Finally, given the distance transform, the chamfer distance of two shapes is then com-
puted as the correlation:

d (D,T ) =

∑
i,j

DijTij∑
i,j

Tij
(19)

where T is a template edge-image and D is the distance transform of the edges of the
current run-time image. As weaker edges (small gradient magnitudes) are more susceptible
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to noise, we set Tij to the gradient magnitudes of the template images, instead of binary
edges. Hence, we give more weight to the strongest edges.

Equation 19 says that the chamfer distance is an average of the distances between cor-
responding points of the shapes. In a strict sense, it is an approximation as the underlying
chamfer distance transform is itself an approximation to the Euclidean distance. In prac-
tice this difference is not relevant as typically the shapes to compare are at similar poses
and the distances between the points are small enough to make negligible the difference
of the chamfer and the Euclidean distances.

In the topological localisation application, we want to find the database image cor-
responding to the current run-time image. In order to find the best matching we search
the database using the chamfer distance as the comparison measure. The comparison of
images is done from an edge-image to a distance transformed edge-image. The distance
transformation may be applied either to the run time or to the database images [29].
We apply the distance transform to the run time edge-images and leave to the template
edge-images the role of selecting the relevant edge locations.

The distance as defined by Eq.(19) is zero for perfectly matching images. Therefore
we search for the image matching the current image Im in a set T1 . . . Tn by minimizing
Eq.(19),

n̂ = argn min d (D(Im), Tn) . (20)

Notice that, unlike recognition applications such as pedestrian and sign detection in an
image [29], in the localisation application the template and run-time images have equal
sizes. The search parameter is an image index instead of translation, rotation and scaling.
The range of the index is the size of the database.

Usually there are a large number of database images, and thus undertaking localisa-
tion, as in Eq.(20), is computationally expensive. However it only needs to be performed
once, when the robot is dropped-in-scene. During normal operation there is a causality
constraint along the consecutive locations. We reduce the search range to a window around
the last location, typically ±5 images.

3.4 Eigenspace approximation to the Hausdorff fraction

The Hausdorff distance [57] (of which the Hausdorff fraction is a subset) is a technique
whereby one can measure the distance between two sets of points, in our case edge images.
A number of Hausdorff distance measures are defined by the following equations:

H(A,B) = max(h(A,B), h(B,A)) (21)

where
h(A,B) = max

a∈A
min
b∈B
‖ a− b ‖ (22)

Here A and B represent sets of points. h(A,B) measures the distance from each point
in A to the nearest point in B and the maximum distance is termed the directed distance
from A to B, and is the normal choice for critical time dependent systems.

The Hausdorff distance is very sensitive to even a single outlying point in one of the
shapes. The Generalised Hausdorff distance, defined by Huttenlocher et al in [39], is thus
proposed as a similar measure but that is robust to partial occlusions. The generalised
Hausdorff distance is an f th quantile of the distances between all the points of one shape
to the corresponding points of the other shape. The quantile is chosen according to the
expected noise and occlusion levels.

23



In recognition applications, the generalised Hausdorff distance is further specialised
to save computational power. The Hausdorff fraction, the measure we are interested in,
instead of measuring a distance between shapes evaluates the percentage of superposition
when one of the shapes is dilated. Furthermore, for computational efficiency, principal
components analysis is included resulting in an eigenspace approximation to the Hausdorff
fraction [40].

The eigenspace approximation is built as follows: Let Im be an observed edge image
and Id

n be an edge image from the topological map, arranged as column vectors. The
Hausdorff fraction, �(Im, Id

n), which measures the similarity between these images, can be
written as:

�(Im, Id
n) =

IT
mId

n

‖Im‖2 (23)

An image, Ik can be represented in a low dimensional eigenspace [48, 72] by a coefficient
vector, Ck = [ck

1, · · · , ck
M ]T , as follows:

ck
j = eT

j .(Ik − Ī).

Here, Ī represents the average of all the intensity images and can be also used with edge
images. Thus, the eigenspace approximation to the Hausdorff fraction can be efficiently
computed as:

�̂(Im, Id
n) =

CT
mCd

n + IT
mĪ + IdT

n Ī − ‖Ī‖2
‖Im‖2 . (24)

One important issue, when approximating the Hausdorff fraction, is to include some
tolerance in matching step. Huttenlocher et al. [40] build the eigenspace using both dilated
and un-dilated model views and pre-process the run time edge images to dilate the edges.
In our pre-processing we use low pass filtering instead of edge dilation. The purpose here
is to maintain the local maxima of gradient magnitude at edge points while enlarging the
matching area. We found this to be a good tradeoff between matching robustness and
accuracy.

To test this view-based approximation we collected a sequence of images, acquired
at different times, 11am and 5pm, near a large window. Figure 12 shows the significant
changes in illumination, especially near the large window at the bottom left hand side
of each omnidirectional image. Even so, the view based approximation can correctly
determine that the unknown image shown in Figure 12(a) was closest to the database
image shown in Figure 12(b), while PCA based on brightness distributions would fail. For
completeness, Figure 12 (c) and (d) shows a run-time edge image and its corresponding
retrieved image using the eigenspace approximation to the Hausdorff fraction.

Integrating Topological Navigation and Visual Path Following

When continuously operating, the mobile robot is usually performing topological naviga-
tion. At some points of the mission the navigation modality is required to change to the
visual path following. Thus, the robot needs to retrieve the scene features (straight lines
in our case) chosen at the time of learning to specific this particular visual path following
task.

The search for the features can be approached as a general pattern matching problem
using e.g. a generalised Hough transform as in [74, 21]. We approach the problem by
coordinating the two navigation modalities. To find the features, the uncertainty of the
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Figure 12: (a) An omnidirectional image obtained at 11:00, (b) one obtained at 17:00; (c)
An edge-detected image and (d) its retrieved image.

location of the robot is controlled by using more detailed topological maps and by increas-
ing the searching regions of the features otherwise bounded according to the maximum
speed of the robot.

During system initialisation, the robot will normally begin at a known docking place
and the undocking visual path following task may be immediately elicited. Of course, the
robot may have to start at an unknown (within the topological map) position, i.e. a drop-
in-scene case. Should this occur, then self-localisation is performed using the topological
localisation module.

The combination of omnidirectional images and the Topological and Visual Path Fol-
lowing navigation strategies are illustrated by the complete experiments described in this
section. We believe that the complementary nature of these approaches and the use of
omnidirectional imaging geometries result in a very powerful solution to build efficient and
robust navigation systems.

3.5 Topological Localisation Results

We perform two experiments to test the three topological localisation methods, presented
above. In the first experiment we test that the images after compression by the various
methods are still sufficiently different to yield correct localisation results, and in the second
experiment we test the robustness of the methods against illumination changes.

The experiments are based on three sequences of images: one database sequence de-
scribing the environment and two run-time sequences acquired along a fraction of the
represented environment. One of the run time sequences was acquired at a time of the
day different to the database set, resulting therefore in very different lighting conditions.

Experiment 1: the run time sequence, as compared to the database, is acquired
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under similar illumination conditions, the length of the traversed path is about 50% of the
original and the images are acquired at a different sampling frequency (distance between
consecutive images). Figure 13 shows that the three methods give similar localisation
results, as desired. The small differences among the methods are due to the distinct
image database (appearance set) construction techniques. The figure shows that in this
experiment the three methods, despite compressing information, preserve enough detail
to distinguish each image relative to all the others.

Figure 13: Three methods of topological localisation, (top, from left to right): localisation
based on PCA, Chamfer distance and Hausdorff distance. The clear valleys show that
there is enough information to distinguish the robot locations. (Bottom) localisation as
found by each of the methods i.e. ordinates corresponding to minimum values found at
each time instant on the 3D plots.

Experiment 2: figure 14 shows topological localisation performed by each of the
methods for two sequences taken in the same path but at different times of the day,
resulting in very different lighting conditions. As expected, the PCA-based method, i.e.
the one using brightness values directly , fails to obtain correct locations in areas of large
non-uniform illumination change (i.e. the last part of the test). The other two methods,
which are based on edges, obtain better results.

Figure 14: Topological localisation experiments using the three methods over two se-
quences acquired under different lighting conditions. From left to right: localisation based
on PCA, Distance transform and Hausdorff distance.

As expected, the edges based methods are more suited to dealing with very different
illuminations. In our navigation experiments we use mainly the PCA over brightness
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values, as most of our scenario is not subject to large illumination changes, and using
brightness values is more informative than using only edges. For the parts of the scene
where illumination can change significantly we use the Hausdorff based method. The
reason of its choice when compared to the Distance transform, is that it is faster for the
first localisation at dropped-in-scene situations.

Integrated Navigation Experiments

The concluding experiment integrates global and local navigational tasks, by combining
the Topological Navigation and Visual Path Following paradigms.

To navigate along the topological graph, we still have to define a suitable vision-based
behaviour for corridor following (links in the map). In different environments, one can
always use simple knowledge about the scene geometry to define other behaviours. We
exploit the fact that most corridors have parallel guidelines to control the robot heading
direction, aiming to keep the robot centred in the corridor.

The visual feedback is provided by the omnidirectional camera. We use bird’s eye views
of the floor, which simplifies the servoing task, as these images are a scaled orthographic
projection of the ground plane (i.e. no perspective effects). Figure 15 shows a top view of
the corridor guidelines, the robot and the trajectory to follow in the centre of the corridor.

Figure 15: (Left) Bird’s eye view of the corridor. (Right) Measurements used in the control
law: the robot heading θ and distance d relative to the corridor centre. The controller is
designed to regulate to zero the (error) measurements actuating on the angular and linear
speeds of the robot.

From the images we can measure the robot heading with respect to the corridor guide-
lines and the distance to the central reference trajectory. We use a simple kinematic
planner to control the robot’s position and orientation in the corridor, using the angular
velocity as the single degree of freedom.

Notice that the use of bird’s eye views of the ground plane simplifies both the extraction
of the corridor guidelines (e.g. the corridor has a constant width) and the computation of
the robot position and orientation errors, with respect to the corridor’s central path.

Hence, the robot is equipped to perform Topological Navigation relying on appearance
based methods and on its corridor following behaviour. This is a methodology for travers-
ing long paths. For local and precise navigation the robot uses Visual Path Following as
detailed in section 3.1. Combining these behaviours the robot can perform missions cov-
ering extensive areas while achieving local precise missions. In the following we describe
one such mission.

The mission starts in the Computer Vision Lab. Visual Path Following is used to
navigate inside the Lab, traverse the Lab’s door and drive the robot out into the corridor.
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Once in the corridor, control is transferred to the Topological Navigation module, which
drives the robot all the way to the end of the corridor. At this position a new behaviour
is launched, consisting of the robot executing a 180◦ turn, after which the topological
navigation mode drives the robot back to the Lab entry point.

Figure 16: Experiment combining visual path following for door traversal and topological
navigation for corridor following.

During this backward trajectory we use the same image eigenspaces as were utilised
during the forward motion by simply rotating, in real-time, the acquired omnidirectional
images by 180◦ . Alternatively, we could use the image’s power spectrum or the Zero Phase
Representation [54]. Finally, once the robot is approximately located at the lab entrance,
control is passed to the Visual Path Following module. Immediately it locates the visual
landmarks and drives the robot through the door. It follows a pre-specified path until the
final goal position, well inside the lab, is reached. Figure 16 shows an image sequence to
relate the robot’s motion during this experiment.

In Figure 17(a) we used odometric readings from the best experiment to plot the robot
trajectory. When returning to the laboratory, the uncertainty in odometry was approxi-
mately 0.5m. Thus, door traversal would not be possible without the use of visual control.
Figure 17(b), shows the actual robot trajectory, after using ground truth measurements
to correct the odometric estimates. The mission was successfully accomplished.

This integrated experiment shows that omnidirectional images are advantageous for
navigation and support different representations suitable both for Topological Maps, when
navigating between distant environmental points, and Visual Path Following for accurate
path traversal. Additionally, we have described how they can help in coping with occlu-
sions, and with methods of achieving robustness against illumination changes.

4 Complementing Human and Robot Perceptions for HR
Interaction

Each omnidirectional image provides a rich description and understanding of the scene.
Visualization methods based on panoramic or bird’s eye views provide a simple and effec-
tive way to control the robot. For instance, the robot heading is easily specified by the
user by simply clicking on the desired direction of travel in the panoramic image, and the
desired (x, y) locations are specified by clicking in the bird’s-eye view.
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Figure 17: A real world experiment combining Visual Path Following for door traversal
and Topological Navigation for long-distance goals. Odometry results before (a) and after
(b) the addition of ground truth measurements.

Using 3D models further improves the visualization of the scene. A unique feature of
such a representation is that the user can tell the robot to arrive to a given destination at
a certain orientation simply by rotating the 3D model. Beyond the benefits of immersion,
it allows to group the information of many views and get a global view of the environment.

In order to build the 3D scene models, we propose Interactive Scene Reconstruction, a
method based on the complimentary nature of Human and Robot perceptions. While Hu-
mans have an immediate qualitative understanding of the scene encompassing co-planarity
and co-linearity properties of a number of points of the scene, Robots equipped with om-
nidirectional cameras can take precise azimuthal and elevation measurements.

Interactive scene reconstruction has recently drawn lots of attention. Debevec et al
in [17], propose an interactive scene reconstruction approach for modelling and rendering
architectural scenes. They derive a geometric model combining edge lines observed in
the images with geometrical properties known a priori. This approach is advantageous
relative to building a CAD model from scratch, as some information comes directly from
the images. In addition, it is simpler than a conventional structure from motion problem
because, instead of reconstructing points, it deals with reconstructing scene parameters,
which is a much lower dimension and better conditioned problem.

In [61] Sturm uses an omnidirectional camera based on a parabolic mirror and a tele-
centric lens for reconstructing a 3D scene. The user specifies relevant points and planes
grouping those points. The directions of the planes are computed e.g. from vanish-
ing points, and the image points are back-projected to obtain parametric representations
where the points move on the 3D projection rays. The points and the planes, i.e. their
distances to the viewer, are simultaneously reconstructed by minimizing a cost functional
based on the distances from the points to the planes.
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We build 3D models using omnidirectional images and some limited user input, as in
Sturm’s work. However our approach is based on a different reconstruction method and the
omnidirectional camera is a generalised single projection centre camera modelled by the
Unified Projection Model [30]. The reconstruction method is that proposed by Grossmann
for conventional cameras [36], applied to single projection centre omnidirectional cameras
for which a back-projection model was obtained.

The back-projection transforms the omnidirectional camera to a (very wide field of
view) pin-hole camera. The user input is of geometrical nature, namely alignment and
coplanarity properties of points and lines. After back-projection, the data is arranged
according to the geometrical constraints, resulting in a linear problem whose solution can
be found in a single step.

4.1 Interactive Scene Reconstruction

We now present the method for interactively building a 3D model of the environment.
The 3D information is obtained from co-linearity and co-planarity properties of the scene.
The texture is then extracted from the images to obtain a realistic virtual environment.

The 3D model is a Euclidean reconstruction of the scene. As such, it may be translated
and rotated for visualization and many models can be joined into a single representation
of the environment.

As in other methods [41, 61], the reconstruction algorithm presented here works in
structured environments, in which three orthogonal directions, “x”, “y” and “z” shape
the scene. The operator specifies in an image the location of 3D points of interest and
indicates properties of alignment and planarity. In this section, we present a method based
on [35].

In all, the information specified by the operator consists of :

• Image points corresponding to 3D points that will be reconstructed, usually on edges
of the floor and of walls.

• Indications of “x−”, “y−” and “z =constant” planes as and of alignments of points
along the x, y and z directions. This typically includes the floor and vertical walls.

• Indications of points that form 3D surfaces that should be visualized as such.

The remainder of this section shows how to obtain a 3D reconstruction from this informa-
tion.

Using Back-projection to form Perspective Images

In this section, we derive a transformation, applicable to single projection centre omni-
directional cameras that obtain images as if acquired by perspective projection cameras.
This is interesting as it provides a way to utilize methodologies for perspective cameras
directly with omnidirectional cameras. In particular, the interactive scene reconstruction
method (described in the following sections) follows this approach of using omnidirectional
cameras transformed to perspective cameras.

The acquisition of correct perspective images, independent of the scenario, requires
that the vision sensor be characterised by a single projection centre [2]. The unified
projection model has, by definition, this property but, due to the intermediate mapping
over the sphere, the obtained images are in general not perspective.
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In order to obtain correct perspective images, the spherical projection must be first
reversed from the image plane to the sphere surface and then, re-projected to the desired
plane from the sphere centre. We term this reverse projection back-projection.

The back-projection of an image pixel (u, v), obtained through spherical projection,
yields a 3D direction k · (x, y, z) given by the following equations derived from Eq.(1):

a = (l +m), b = (u2 + v2)[
x
y

]
=

la− sign(a)
√

a2 + (1− l2)b
a2 + b

[
u
v

]
(25)

z = ±
√

1− x2 − y2

where z is negative if |a| /l > √b, and positive otherwise. It is assumed, without loss of
generality, that (x, y, z) is lying on the surface of the unit sphere. Figure 18 illustrates the
back-projection. Given an omnidirectional image we use back-projection to map image
points to the surface of a sphere centred at the camera viewpoint 9.

Figure 18: (Top) original omnidirectional image and back-projection to a spherical surface
centred at the camera viewpoint. (Below) Examples of perspective images obtained from
the omnidirectional image.

At this point, it is worth noting that the set {(x, y, z)} interpreted as points of the
projective plane, already define a perspective image. Rotation and scaling of the set
{(x, y, z)}, allows to obtain specific viewing directions and focal lengths. Denoting the
transformation of coordinates from the omnidirectional camera to a desired (rotated)
perspective camera by R then the new perspective image {(u, v, 1)} becomes:

 u
v
1


 = λKR


 x

y
z


 (26)

9The omnidirectional camera utilized here is based on a spherical mirror and therefore does not have a
single projection centre. However, as the scene depth is large as compared to the sensor size, the sensor
approximates a single projection centre system (details in [25]). Hence it is possible to find the parameters
of the corresponding unified projection model system and use Eq.(25).
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where K contains intrinsic parameters and λ is a scaling factor. This is the pin-hole
camera projection model [20], when the origin of the coordinates is the camera centre.

Figure 18 shows some examples of perspective images obtained from the omnidirec-
tional image. The perspective images illustrate the selection of the viewing direction.

Aligning the data with the reference frame

In the reconstruction algorithm we use the normalised perspective projection model [20],
as indicated by Eqs. (25) and (26):

p = λRP (27)

in which p = [u v 1]T is the image point, in homogeneous coordinates and P = [Px Py Pz]T

is the 3D point.
The rotation matrix R is chosen to align the camera frame with the reference (world)

frame. Since the z axis is vertical, the matrix R takes the form :

R =


 cos(θ) sin(θ) 0
− sin(θ) cos(θ) 0

0 0 1


 , (28)

where θ is the angle formed by the x axis of the camera and that of the world coordinate
system. This angle will be determined from the vanishing points [12] of these directions.

A vanishing point is the intersection in the image of the projections of parallel 3D lines.
If one has the images of two or more lines parallel to a given 3D direction, it is possible
to determine its vanishing point [61].

In our case, information provided by the operator allows for the determination of
alignments of points along the x and y directions. It is thus possible to compute the
vanishing points of these directions and, from there, the angle θ between the camera and
world coordinate systems.

Reconstruction Algorithm

Having determined the projection matrixR in Eq. (27), we proceed to estimate the position
of the 3D points P . This will be done by using the image points p to linearly constrain
the unknown quantities.

From the projection equation, one has p×RP = 03, which is equivalently written

SpRP = 03, (29)

where Sp is the Rodrigues matrix associated with the cross product with vector p.
Writing this equation for each of the N unknown 3D points gives the linear system:


Sp1R

Sp2R
. . .

SpNR







P1

P2
...

PN


 = A.P = 03N . (30)

where A is block diagonal and P contains the 3N coordinates that we wish to estimate:
Since only two equations from the set defined by Eq. (29) are independent, the co-rank

of A is equal to the number of points N . The indeterminacy in this system of equations
corresponds to the unknown depth at which each points lies, relatively to the camera.
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This indeterminacy is removed by the planarity and alignment information given by
the operator. For example, when two points belong to a z = constant plane, their z
coordinates are necessarily equal and there is thus a single unknown quantity, rather than
two. Equation (30) is modified to take this information into account by replacing the
columns of A (resp. rows of P) corresponding to the two unknown z coordinates by a
single column (resp. row) that is the sum of the two. Alignment information likewise
states the equality of two pairs of unknowns.

Each item of geometric information provided by the user is used to transform the linear
system in Equation (30) into a smaller system involving only distinct quantities :

A′P ′ = 03N . (31)

This system is solved in the total least-squares [32] sense by assigning to P ′ the singular
vector of A′ corresponding to the smallest singular value. The original vector of coordinates
P is obtained from P ′ by performing the inverse of the operations that led from Eq. (30)
to Eq. (31).

The reconstruction algorithm is easily extended to the case of multiple cameras. The
orientation of the cameras is estimated from vanishing points as above and the projection
model becomes :

p = λ(RP −Rt) (32)

where t is the position of the camera. It is zero for the first camera and is one of t1 . . . tj
if j additional cameras are present.

Considering for example that there are two additional cameras and following the same
procedure as for a single image, similar A and P are defined for each camera. The problem
has six new degrees of freedom corresponding to the two unknown translations t1 and t2 :


 A1

A2 −A2.12

A3 −A3.13






P1

P2

P3

t1
t2


 = 0 (33)

where 12 and 13 are matrices to stack the blocks of A2 and A3.
As before co-linearity and co-planarity information is used to obtain a reduced system.

Note that columns corresponding to different images may be combined, for example if a 3D
point is tracked or if a line or plane spans multiple images. The reduced system is solved
in the total least-squares sense and the 3D points P are retrieved as in the single-view
case. The detailed reconstruction method is given in [35].

Results

Our reconstruction method provides estimates of 3D points in the scene. In order to
visualise these estimates, facets are added to connect some of the 3D points, as indicated
by the user. Texture is extracted from the omnidirectional images and a complete textured
3D model is obtained.

Figure 19 shows an omnidirectional image and the superposed user input. This input
consists of the 16 points shown, knowledge that sets of points belong to constant x, y or
z planes and that other sets belong to lines parallel to the x, y or z axes. The table on
the side of the images shows all the user-defined data. Planes orthogonal to the x and y
axes are in light gray and white respectively, and one horizontal plane is shown in dark
gray (the topmost horizontal plane is not shown as it would occlude the other planes).
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Figure 19: Interactive modelling based on co-planarity and co-linearity properties using
a single omnidirectional image. (Top) Original image with superposed points and lines
localised by the user. Planes orthogonal to the x, y and z axis are shown in light gray,
white, and dark gray respectively. (Table) The numbers are the indexes shown on the
image. (Below) Reconstruction result and view of the textured mapped 3D model.

Figure 19 shows the resulting texture-mapped reconstruction. This result shows the
effectiveness of omnidirectional imaging to visualize the immediate vicinity of the sensor.
It is interesting to note that just a few omnidirectional images are sufficient for building
the 3D model (the example shown utilized a single image), as opposed to a larger number
of “normal” images that would be required to reconstruct the same scene [41, 61].

4.2 Human Robot Interface based on 3D World Models

Now that we have the 3D scene model, we can build the Human Robot interface. In addi-
tion to the local headings or poses, the 3D model allows us to specify complete missions.
The human operator selects the start and end locations in the model, and can indicate
points of interest for the robot to undertake specific tasks. See figure 20.

Given that the targets are specified on interactive models, i.e. models built and used
on the user side, they need to be translated as tasks that the robot understands. The
translation depends on the local world models and navigation sequences the robot has in
its database.

Most of the world that the robot knows is in the form of a topological map. In this case
the targets are images that the robot has in its image database. The images used to build
the interactive model are nodes of the topological map. Thus, a fraction of a distance on
an interactive model is translated as the same fraction on a link of the topological map.

At some points there are precise navigation requirements. Many of these points are
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identified in the topological map and will be invoked automatically when travelling between
nodes. Therefore, many of the Visual Path Following tasks performed do not need to be
explicitly defined by the user. However, should the user desires, he may add new Visual
Path Following tasks. In that case, the user chooses landmarks, navigates in the interactive
model and then asks the robot to follow the same trajectory.

Figure 20: Tele-operation interface based on 3D models: (top) tele-operator view, (middle)
robot view and (bottom) world view.

Interactive modelling offers a simple procedure for building a 3D model of the scene
where a vehicle may operate. Even though the models do not contain very fine details,
they can provide the remote user of the robot with a sufficiently rich description of the
environment. The user can instruct the robot to move to desired position, simply by
manipulating the model to reach the desired view point. Such simple scene models can be
transmitted even with low bandwidth connections.

5 Conclusion

This chapter addressed the problem of mobile robot perception in the context of naviga-
tion. We presented a complete navigation system with a focus on building, in line with
Marr’s theory, mediated perception modalities. We addressed fundamental design issues
associated with this goal; namely sensor design, environmental representations, navigation
control and user interaction.

A number of omnidirectional vision setups were detailed. These included designs us-
ing standard and specialized mirror profiles. We identified the convenience of constant
resolution profiles for navigation and proposed a novel uniform formalism for their design
[24].

The internal representations used by the robot were tailored to the task at hand:
Visual Path Following for local and precise navigation and Topological Navigation for
traveling long distances [26, 27]. Methods based on image-edges for improving robustness
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of Topological Navigation to large, non-linear illumination changes [69] were presented. By
clearly separating the nature of the navigation tasks a simple and yet powerful navigation
system was obtained [27].

We described a method for interactive reconstruction based on omnidirectional images.
It combined a method designed for conventional cameras with the unified back-projection
model that we proposed for single projection centre omnidirectional cameras [25]. Inter-
active Scene Reconstruction was used to build an expedient visual interface, showing how
human and robot perceptions of the environment can complement each other for practical
target selection.

Discussion

The challenge of developing perception as a key competence of vision-based mobile robots
is of fundamental importance to their successful application in the real world. Vision pro-
vides information on world structure and compares favourably with other sensors due to
the large amount of rich data available. In terms of perception, omnidirectional vision has
the additional advantage of providing output views (images) with simple geometries. Our
sensors output Panoramic and Bird’s Eye views that are images as obtained by cylindrical
retinas or pin-hole cameras imaging the ground plane. Panoramic and Bird’s Eye views
are useful for navigation, namely for servoing tasks, as they make localisation a simple
2D rigid transformation estimation problem. Successful completion of the door crossing
experiment, for example, relied on the tracking of features surrounding the sensor. Such
experiments are not possible with limited field of view (conventional) cameras. Even cam-
eras equipped with pan-and-tilt mounting would be unable to perform the many separate
landmark trackings of our experiments.

Designing navigation modalities for the task at hand is easier and more effective when
compared to designing a single complex navigation mode [7]. Therefore, in this work,
emphasis was placed on building appropriate representations rather than always relying
upon highly accurate information about the environment. The decision to use this rep-
resentation was partly inspired by the way in which humans and animals model spatial
knowledge. Our combined navigation modalities, Visual Path Following and Topologi-
cal Navigation, constituted an effective approach to tasks containing both short paths to
follow with high precision and long paths to follow qualitatively.

Interactive Scene Reconstruction was shown to be an effective method of obtaining
3D scene models, as compared to conventional reconstruction methods. For example, the
model of the corridor corner, in Section 4, was built from a single image. This constitutes
a very difficult task for automatic reconstruction due to the low texture. These 3D models
formed the basis for the human-robot interface. Unlike many other works, a unique feature
of this representation was that the user could specify a given destination, at a certain
orientation, simply by rotating the 3D model.

When considering the system as a whole, (i) our approach to visual perception was
found to be useful and convenient because it provided world-structure information for
navigation, tailored to the task at hand, (ii) the navigation modalities fulfilled the purpose
of semi-autonomous navigation by providing autonomy while naturally combining with the
human-robot interface, (iii) the human-robot interface provided intuitive way to set high
level tasks, by combining limited user input with the simple output of the sensor (images).

In conclusion, the goal of this chapter was to work toward building a robot with visual
perception capabilities. As suggested by the title, we believe there is a large amount of
work still to be done before we have a full and true understanding of perception. We believe
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that key challenges can be addressed by building artificial vision systems. In the future our
understanding of perception will allow for robots with visual perception systems, robust
enough to cope with new and novel environments. Then, as happened with computers,
almost every person will have their very own robot, or what we may term the personal
service robot.
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[62] T. Svoboda, T. Pajdla, and V. Hlaváč, Epipolar geometry for panoramic cameras, Proc.
European Conf. Computer Vision (Freiburg Germany), July 1998, pp. 218–231.

[63] R. Talluri and J. K. Aggarwal, Mobile robot self-location using model-image feature correspon-
dence, IEEE Transactions on Robotics and Automation 12 (1996), no. 1, 63–77.

[64] Geb Thomas, Real-time panospheric image dewarping and presentation for remote mobile
robot control, Journal of Advanced Robotics 17 (2003), no. 4, 359368.

[65] S. Thrun and A. Bucken, Integrating grid-based and topological maps for mobile robot naviga-
tion, Proceedings of the 13th National Conference on Artifical Intelligence (AAAI’96), 1996.
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